
ACM SIGIR Forum 62 Vol. 51 No. 2, July 2017



thought natural for derivative indexing. 

W o r d  classes based on text cooccurrence naturally pick up collocationally linked 

pairs, and capture synonym pairs only via their common colloc;ates, 

The 

project we began in 1965 was designed to evaluate automatic 

for testing in the language 

processing and translation work; and in the classification research, beca.use this was 

concerned with automatic methods, there was a similar emphasis on testing. The 

importance o f  IR in this context was not only that it supplied challenging volumes o f  

data, but that it came with an objective evaluation criterion: does classification 

promote the retrieval o f  relevant documents ? Performance evaluation for many 

language processing tasks is an intrinsically difficult notion (1986a), and natural 

language processing research in general had in any case not advanced enough to 

support more than very partial or informal evaluation; while with many other 

applications there are no good, independent 

specific IR application. More 

generailly we found that things did not work out as we expected, and we found it 

very difficult to see why. The major evaluation work o f  the sixties, like the Cranfield 

and Case Western investigations and Salton�s comparative experiments, showed how 

many environmental or data variables, and system parameters� there are in an 

indexing and retrieval system. But we found that in trying to understand what was 

happening in our classification experiments, and to design experiments which would 

be both sufficiently informative about system behaviour and well-founded tests for 

particular techniques, we were driven to a finer descriptive and analytic framework 

which made the whole business o f  experiment very d.emanding. The same trend is 

clear in the Cornell research. The attempt to identify all the relevant variables and 

parameters, even within the relatively restricted indexing and searching area o f  IR 

systems as wholes within which we worked, that is to 
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