
E5 F'l-izzv' m a t c h i n g a n d 
s p e l l i n g c o r r e c t i o n 

5.1 Introduction 

Information science has traditionalLy been concerned with 
methods of storing and accessing words so that classes of 
orthographically similar words can be retrieved. 

Rs Long ago as 1961 Bourne and Ford published a review 
called -R study of methods for systematically abbreviating 
English words and names" [13. Since then many other tech
niques have been described and tested. These techniques 
were reviewed by Hall and Dowling in 1980 [23. We describe 
these techniques as word representation devices as they all 
share a similar function: to represent a word in such a way 
as to facilitate the retrieval of orthographically similar 
words. These devices can be used for the retrieval of 
misspelt words, but have also been successfully used to 
broaden retrieval. 

5.2 N-grems 

5.2.7 Definition and applications 

Rn^n-gram is a substring of a word, where n is the number 
of characters in the substring. Digrams, trigrams and 
tetragrams have been used. The assumption is that words 
which have a high proportion of n-grams in common will be 
similar. Raising the threshold for the proportion of n-
grams in common increases precision but decreases recall, 
and vice versa. The length of the n-gram strings which are 
used will also influence recall and precision; the longer 
the string, the smaller the number of words which will 
contain that string. Rt the other extreme is the •1-gram" 
C"monogram"?D. 

N-gram representation has two applications. First, it can 
be used for spelling error detection. The word "sociology" 
produces this set of tri-grams: "-so", "soc", "oci", "cio", 
•lot"j "olo", "log", "ogy", and "gy-". Its misspelling 
"socialogy" produces "-so", "soc", "oci", "cia", "ial", 
"alo", "log", "ogy", and "gy-". 5ince six out of nine 
trigrams are identical, one could assume that the two words 
are related as the orthographicaL similarity is high. 
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5 Fuzzy matching and speLLing correction 

gram and a pointer to a List which contained the term 
numbers for each occurrence of the n-gram in the inverted 
file. The procedure separates the search word into its n-
grams, identifies the appropriate Lists in the inverted 
file and, finally, "adds- or merges the lists in order to 
identify the number of n-grams common to the query term and 
to each of the words in the file. 

Freund and tt/illett used the Dice similarity coefficient to 
compare the similarity of the search terms with the index 
terms. These index terms were then presented to the user 
for possible use as query expanders. In their tests, even 
with the lowest threshold, there were usually less than 20 
words for the user to choose from. Freund and Willett 
accept that this would be unwieldy with a larger file such 
as a library catalogue 13, p1B33. 

5.2.3 Use of n-gram techniques to detect speLLing errors 

Several different methods have been used. 

N-6RHM FREQUENCY TABLES 

Morris and Cherry C9, 103 extracted digrams and trigrams 
from text words and used them to create frequency tables. 
The text words were then checked against a small dictionary 
of common words collected from about one million words of 
technical text. The statistics were used to calculate an 
index of "peculiarity1' for the unmatched words and used to 
rank the unmatched words on the basis that those most 
likely to be misspelt would appear at the start of the 
list. 

Cornew [11] also used digram frequency tables to convert 
an unknown text word to the dictionary word it most closely 
matches. The new word is then looked up in the dictionary 
and the process repeated until a valid word is found. 

R similar method has been used by UlLmann L123. He used n-
grams to convert each unknown word to the most similar 
dictionary word; this method can find all dictionary words 
that differ from a given word by up to two errors. On n-
gram method is also given for correcting up to two sub
stitution, insertion, omission and transposition errors 
without doing a separate computation for every possible 
pair of errors. Its application is limited, however, as it 
is described only for six-letter words and it is dependent 
on the use of special hardware. 

PERMISSIBLE SYLLABLE 5EQUENCE COMPARISON 

Nussbaum and Schek [133 used automatically generated 
tables for error detection which describe permissible 
syllables and syllable sequences based on clusters of 
acceptable initial and terminal letters. 
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INVPLID TRIGRRM DETECTION 

Much useful work has been done as part of the 5PEEDCDP 
project on spelling error detection and correction [4, 14, 
15, 163. 

The method of trigram spelling correction used by the 
5PEEDC0P team differed from previous work in that it used 
direct measures of the trigram error probabilities rather 
than relying on the frequency of of trigrams. 

The rationale behind the 5PEEDC0P experiment was that mis-
keyings and misspellings would contain invalid trigrams. R 
study C4] was designed to determine if there is sufficient 
difference between the trigram compositions of correct and 
miskeyed words for keying errors to be detected. The 
motivation was the? fact that if word boundaries are 
included there ar& 18,954 possible trigrams using the 
English alphabet, but only a small proportion of these 
trigrams actually occur in text. Hence it is a reasonable 
assumption that many misspellings wiLl contain invalid 
trigrams. In fact many misspellings do not contain 
"invalid" trigram,- - the transposed miskeying "dictoinary" 
for example- Experiments revealed, moreover, that the 
method gave inadequate recall and precision whatever the 
threshold chosen. 

The authors suggest that it might be better to use syllabic 
n-grams rather than trigrams. Using positional and co
occurrence information about trigrams could also improve 
precision and recall. This would have the advantage that 
it may be possible to determine the position of an error in 
a misspelling. P word is assumed to be misspelt if it 
contains two consecutive trigrams with error probabilities 
greater than some threshold. This method determines the 
error location accurately to within one character in 94% of 
instances, although it cannot distinguish accurately 
between different error types. 

POSITIONAL N-GROM 0NRLY5I5 

Riseman and Hanson examined the effectiveness of various 
methods of using contextual information to detect and 
correct keyboard errors C173. They used positional 
"binary" n-grams to detect miskeyed words, establish the 
position of the error and in some cases to determine the 
character which can correct the word. 

Riseman and Hanson contend that while positional n-grams 
require more storage, the process of collecting and storing 
contextual information is simplified and computational 
complexity is reduced. Moreover, positional information is 
more compact than probability information about n-grams. 
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Carlson [183 used positional trigram probabilities to 
correct errors in English first names and fix the position 
of the error; an error correction rate of 95% was achieved. 

5-2.4 Different values of n 

The value of n has a strong influence on all n-gram 
techniques. 

If n-grams are to be used in a spelling error detection 
system then a high value of n is more likely to make 
erroneous spelling produce "peculiar" n-grams. This is 
certainly not always the case C"socialogy" generates 
acceptable n-grams for any value of n}. But if the object 
is to find as many words as possible of which this may be a 
misspelling, then n should be one or two. 

The problem is different if n-grams are being used to find 
words which are morphologically similar. In this case, the 
value of n should presumably be rather close to the average 
length of syllables: i.e. n should be two, three or four. 

In practice, computing storage and processing requirements 
are an important factor. Substantial storage is needed if 
an additional index of "long" n-grams is to made from an 
initial inverted index. Several experimenters have used 
trigrams because they represent a compromise between di
grams which are often inadequately "strong" and tetragrams, 
of which there are a great many. 

5.2.5 Effectiveness tests 

Lennon and others 17] evaluated the effectiveness of a 
similar technique to that used by Hdamson and Boreham LSI. 
Index terms with a similarity coefficient greater than a 
threshold value were considered to be variants of the query 
term and automatically added to the query; the expanded 
queries were then used for searching the file of documents 
in the normal way. Retrieval experiments demonstrated that 
this procedure gave a retrieval effectiveness which was at 
least comparable with that obtained with a range of 
conventional stemming algorithms. 

N-gram measures seem usually to have been used in 
experiments with rather small files. The method used by 
Lennon and others was reliant on the matching of the search 
term with every term in the file. 

The technique used by Freund and Willett C33 performed with 
reasonable accuracy on their 12,000-word dictionary but it 
would probably need to be modified if it were to be used in 
a much larger library catalogue. Freund and Willett point 
out that the use of trigrams can lead to an unacceptably 
large number of non-related items, especially if a Low 
similarity threshold is used. They feel however that "the 
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numbers of indexed terms retrieved using trigrams is quite 
acceptable for rapid visual inspection at a terminal" [3, 
p1823. Using digrams rather than trigrams sometimes 
retrieved a ^ery large number of words. 

Experiments conducted with the 5PEEDL0P system demonstrated 
that the invalid trigram method gave inadequate recall and 
precision whatever threshold is chosen. The authors sug
gest that the adoption of a more sophisticated error 
detection measure which might use syllabic n-grams rather 
than trigrams or use positional and co-occurrence infor
mation about trigrams could improve precision and recall. 
Trigram analysis has the advantage over the use of a 
dictionary in that it is sometimes possible to determine 
the position of an error in a word. This is inherent in 
the method used since a word is defined as misspelt if it 
contains two consecutive trigrams with error probabilities 
greater than the threshold selected. The trigram analysis 
method determines the error location accurately to within 
one character in 3A% of instances, although it cannot 
distinguish accurately between different error types. 

Riseman and Hanson [17] compared a binary positional tri
gram correction procedure with a dictionary lookup 
procedure. They used a fairly large set of six letter-
words. The positional trigram method was not quite so 
effective in correcting errors as the use of a complete 
dictionary, but the detection and correction rates were 
high enough that the difference was marginal. They 
conclude that, if the dictionary is fairly Large, the 
trigram method is computationally faster and occupies less 
storage. However, they assume that the entire dictionary 
has to be searched. This is only the case if no assump
tions are made about the type and nature of the errors. In 
practice, dictionaries are stored in such a way that com
paratively small lists of candidate corrections for most 
erroneous words can be found rather quickly. 

5.3 5oundex, soundex-type and other abbreviation codes 

5.3.1 Definition and applications 

Soundex was patented as a clerical technique for the manual 
coding of names. It was designed to help in the retrieval 
of misheard or misspelt names. There have been many 
modifications of the original 5oundex procedure for 
different applications, and several programs have been 
published [19, 20, 213. The name has come to be used for a 
wide variety of word representation techniques. CWhen used 
generically we write it as "soundex- by analogy with 
"hoover"3. Unlike n-grams, which represent a word by a set 
of character strings Cand so greatly expand the original 
number of characters!), soundex-type codes represent a word 
by its most significant characters Cand so reduce the 
original number of characters}. The original Soundex 
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represented names phonetically. It retained the initial 
Letter, removed vowels and a few other letters, replaced 
consonants by codes for phonetically related groups, 
removed repeated codes, and finally truncated the name at 
four characters. Many, but not all, soundex-type pro
cedures are also phonetically based. 

The most appropriate application for a soundex type 
representation code is in finding candidate replacements 
for misspelt and miskeyed words. 

5.3.2 Use of Soundex-type codes: a survey 

Tests conducted by the Dominion Bureau of Statistics of 
Canada [22, 233 demonstrated that while 5oundex compared 
favourably to other codes it did not perform adequately 
with non-Western names. 5oundex was designed to retrieve 
words after errors in hearing rather than keying and 
spelling errors. Even so, it is easy to find names which 
present retrieval problems - •Rogers" and "Rodgers" for 
example. Fenichel and Barnett C243, quoting Olberga C253, 
point out that there is some evidence that written spelling 
errors are often misconstructed from the correct forms by 
the same errors as phonetic errors of hearing. 

Davidson [263 used a soundex-type algorithm to encode the 
names of airline passengers in order to cope with misheard 
names. The Davidson code is not phonetic: it was felt that 
the international scope of the names to be included would 
make the phonetic equivalences of certain letters difficult 
to standardise. Opart from this it is almost identical to 
Soundex, except that there is a fifth character which 
contains the initial of the first forename, if known. 

Blair [27] tried a soundex-type coding scheme which aimed 
to retain the differing amounts of information associated 
with different relative positions in the word and with 
different letter frequencies. The highest weight is given 
to the first letter, followed by the last Letter, the 
second letter, the next to the Last Letter and so on. Each 
Letter was scored by combining its positional score with 
its letter-frequency score. The "Least important" Letters 
were then deleted until the required code length was 
reached. 

Blair's code correctLy identified 69 out of 117 misspelt 
words and incorrectly identified two. Errors arose either 
because the word was not in the original vocabulary or 
because the misspelling was so extreme that it gave rise to 
a different abbreviation. Blair suggests correcting the 
first type of error by adding it to the vocabulary when it 
is updated. The second type of error is corrected by 
creating a special index in which the correct spelling of a 
problem word, and its abbreviation, are identified by a 
link. 
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5.4 Fuzzy matching in online catalogues 

5.4.1 Spelling correction 

Reasons for providing a method to deal with miskeyings and 
misspellings were given in 2.4.3. This section discusses 
the methods which can be used and how they should be 
offered. 

One problem in online catalogues is when to assume that a 
word or phrase is misspelt. If the lookup procedure is 
able to determine that there is a unique key which is a 
near match with the user's key then there may be no need to 
perform any correction. This would apply particularly to 
phrase-matching systems. Where there is a single subject 
heading or name or title which matches on all except the 
last few characters of the user's key, this should be 
offered as a match Cwith perhaps an unobtrusive message to 
the effect that "this doesn't exactly match your search"}. 
We do not know of any catalogues which can do this. It can 
be rather demanding on computing resources, involving 
stripping off final characters and shuffling around in the 
index. 

Even with keyword access, if a title or subject word is not 
found but the proportion of words which have index matches 
is high enough, then the result of a successful OND on the 
words which are found has a reasonable chance of being the 
sought item. The original Okapi system would do this. 
Better precision may be obtained by using an inverse word 
frequency weighting Cgiving a higher weight to arareu 

words). In the SWRLCRP LIBERT05 system, a "notional" 
weight is assigned to words which are not found in the 
appropriate index, and a search missing a word can still 
succeed, although the user will be warned that the itemCs3 
found do not match the search exactly. 

Spelling correction in online catalogues should also take 
into account the fact that spelling errors vary according 
to the type of search. Transaction Log analysis of Okapi 
'84 [31] showed a marked difference between errors in 
specific item searches and subject searches. In specific 
item searches users are often copying from a printed 
source. In particular, there are rather few errors in 
personal names, and they are more likely to be phonetic or 
speLLing mistakes than keying mistakes. In subject 
searching miskeyings predominate, and they are frequent. 

The simplest method of dealing with search terms which are 
not found is to report a failed search, Leaving it to the 
user to re-enter the search appropriately. Many users do 
not notice that they have made a mistake and often leave 
the catalogue assuming that the sought item or subject is 
not in it. Hence this option, or "non-option", which is 
what most current keyword-type catalogues provide is 
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insupportable. 

The next Level is to provide a specific message about each 
word which was not found. Users still have to re-enter 
their search, but at least they know why it failed. 0 few 
current catalogues do this. 

If a suitable fuzzy matching procedure is available the 
same result can be reported to the user together with an 
option of looking for •similar- words Cor names). This was 
tried, although not on Veal users, in an intermediate 
version of Okapi. 

5.4.2 SpeLLing correction using n-gr&ms 

The work of Freund and Willett C3] has been discussed in 
5.2.5 and 5.2.6 above. It was primarily designed to 
improve recall by using n-grams to retrieve variations of 
root forms. N-gram representation has been used, however, 
in the detection and correction of spelling errors, notably 
in the 5PEEDC0P project. This project has considered both 
the use of n-gram analysis and dictionary look-up for 
spelling correction purposes. The use of dictionaries will 
be considered later as this is technically different from 
the use of algorithms. 

None of the experiments which have been described have been 
applied to library catalogues. The 5PEEDC0P experiments 
were used in the batch editing of chemical information. 
There are at least two important ways in which spelling 
correction in an online catalogue differs from the 5PEEDC0P 
environment. First, correction has to take place in real 
time with Limited computing resources. N-gram techniques 
which need a Large amount of computer storage space and 
processing time are unlikely to be adaptable for use in an 
online system. Secondly, it is possible that this tech
nique is particularly well suited to a "hard Language" 
scientific discipline where the Language is generally well 
structured and unambiguous; n-gram analysis of the language 
of other fields of knowledge may might be considerably less 
profitable. 

It should be noted that even with the advantages of working 
with hard language information, and being able to disregard 
the considerable problems of designing a suitable inter
action, the method gave inadequate recall and precision 
whatever the value of the matching threshold. The authors' 
suggest that the adoption of syllabic n-grams rather than 
trigrams, or the use of positional and co-occurrence infor
mation about trigrams, would improve precision and recall. 
However, the latter would probably increase storage 
requirements. 

To summarise, although n-grams have been used experi
mentally, it is not at all certain that they are suitable 
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•for use in the online catalogue of a general library. 

5-4.3 Soundex-type codes In online catalogues 

Unlike n-gram techniques, soundex-type devices have been 
used in experimental online catalogues. 

The Bibliographic Recess and Control 5ystem CBRC5) 
developed at the Washington University School of Medicine 
Library includes a facility which will look for approximate 
spellings in the author, title, subject and series fields. 
If no records are found from an implied Boolean RND, then 
the system automatically looks for approximate spellings. 
It uses a simple soundex-type algorithm which drops 
trailing "s", doubled consonants and vowels other than 
initiaI voweIs [ 32 3 . 

This procedure is automatic and displays a helpful message 
to the user "frying approximation search" before showing 
records which contain approximately matching words. BRC5 
is notable for its simplicity and its cordiality, making 
few demands on the user. No tests on its effectiveness 
appear to have been conducted. BRC5 is used in a medical 
Library. Medical Language may be particularly appropriate 
for soundex-type processing as it is regular in word 
construction and unambiguous in application. Problems of 
spelling correction will be more complicated in a general 
academic library serving a much wider population and 
covering a wider range of subjects areas. 

The retrieval system which has been developed at Massa
chusetts General Hospital 124] also attempts to correct 
spelling and typing errors. If no match is made even after 
the user's term has been stemmed then a two phase process 
is used. This process first identifies similarly spelt 
words in the database, and then interacts with the user in 
order to see if any of these words were the intended word. 
It uses a soundex-type scheme which deletes vowels, 
"singles" repeated consonants and conflates similar 
sounding consonants to a canonical representative of that 
class. This is supplemented by a dictionary of common 
misspellings, alternative spellings, and non-preferred 
terms Cwhich are stored but not displayed to the users to 
avoid encouraging their use). The dictionary also includes 
obscenities which are stored as terms so that they can be 
ignored and not printed on the screen. 

Even after approximate matching, the process does not 
demand an exact match; a match is achieved if the first few 
characters are identical and the length matches to within a 
margin of 20%. The user may specify that the search be 
restricted to certain indexes Cit can distinguish, for 
example, between the names of drugs, anatomical terms, 
laboratory test, and therapies). The process finds approx
imate matches for about half of the searches which fail to 
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