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XXII. DISTINGUISHING RETRIEVED FROM NONRETRIEVED 
INFORMATION: THE CUT-OFF PROBLEM 

S. J. Sillers 

1. The Cut-off Problem 

A fully automatic information retrieval system must have the 

capacity to recognize those documents which are relevant to a given search 

request* Although the final decision to accept or to reject a document is 

a binary one, relevant documents may differ greatly in their pertinence to 

the request under consideration. Moreover, since relevance is as yet not 

mathematically defined, there is generally no clear dividing line between 

the relevant and the irrelevant. Therefore, in a retrieval system a measure 

is usually employed to quantify the similarity between documents and requests, 

and a cut-off point is chosen to separate accepted (that is, hopefully, 

relevant) and rejected (that is, hopefully, irrelevant) documents. It is 

the problem of choosing this cut-off point which is considered here. 

2. Possible Methods of Solution 

In the SMART automatic document retrieval system a correlation 

between each given request and each of the documents on file is calculated 

after content analysis, by one of a number of possible methods. The docu

ments are then ranked in order of decreasing correlation coefficients. 
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The cut-off point has heretofore been chosen by either eliminating all 

documents with correlation coefficients below a certain threshold value, 

or by simply recovering all documents in their ranked order. The first 

method appears unsatisfactory for use with the SMART system because of 

the heavy dependence of the correlation coefficients on the processing 

technique, while the second is practicable only under experimental con

ditions because of the potentially large size of the file. 

A more natural cut-off might be devised through consideration 

of the behavior of the correlation coefficients as a function of the 

ranks of the documents. Although these ranks are discrete and integral-

valued, the correlation points may be plotted, and continuous curve fit

ted through adjacent points with straight lines, for instance. The curve 

so obtained is monotonically decreasing, and has a slope defined every

where but at the sample points themselves. Standard differencing methods 

may be used to study the properties of this curve, and hopefully, to give 

some insight into a solution of the cut-off problem. Figure 1 shows the 

first 20 points of a sample correlation curve. The circled correlation 

values correspond to documents actually believed relevant. 
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Figure 1 

If it is assumed that the break between relevant and nonrelevant 

documents manifests itself by some peculiar behavior of the correlation 

values, several possible candidates for a cut-off point readily present 

themselveSo The largest drop between successive correlation coefficients 

occurs at the point of the minimum (largest negative) first forward dif

ference, while the most radical change in the structure of the curve lies 

near the point of maximum magnitude of the second forward differences. If 

a correlation coefficient is considered as the probability that the given 

document is relevant, then, since each document is evaluated independently, 

the product of the N highest correlation values represents the proba

bility that all of the N corresponding documents are relevant. 
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In t h i s case a confidence l imit must be chosen before the cut-off point can 

be determined. 

3« The Computer Program 

To investigate the re la t ive merits of the cut-off methods suggested 

above, as well as several variants of these methods, a ser ies of cumputations 

were made using data obtained in previous experiments employing the SMART 

system. These computations were performed on the 709U computer with a FORTRAN 

program designed to allow as much f l e x i b i l i t y as possible in the combinations 

of cut-off methods studied during a par t icu lar run. The main routine of t h i s 

program handles a l l input and output, as well as the computation of evaluation 

s t a t i s t i c s for the r e s u l t s . The cut-off indices themselves were calculated by 

a subroutine coded in such a way that addit ional methods might eas i ly be in

ser ted. The methods included in th i s subroutine were as follows: 

(the cut-off point , or l a s t ordered document re t r ieved, i s that document having 

the property described) 

1. lowest correlat ion coefficient above a specified threshold; 

2. l a s t forward difference with magnitude above a specified threshold; 

3. f i r s t forward difference of maximum magnitude; 

li. second forward difference of la rges t magnitude if th i s difference i s 

pos i t ive ; next point i f negative; 

5. l a s t second difference with magnitude above a specified threshold if 

t h i s difference i s posi t ive; next point if negative; 
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6. last product of correlation coefficients above a specified 

threshold; (this product is taken over the ordered coefficients 

through the point under consideration). 

The data required by the program consist mainly of the ordered cor

relation values corresponding to each request, for each of the SMART proc-

sing methods considered. These correlation coefficients, along with the 

indicies of their associated documents "within the document file, were 

entered on punched cards. For the evaluation of the cut-off methods, the 

indicies of those documents actually deemed relevant to each request 

(previously determined manually) were also supplied on cards. The remainder 

of the data included parameters to be used in the designation of the chosen 

cut-off methods. 

The statistics used in judging the methods were the usual recall 

and precision measures, recall, being defined, as the proportion of relevant 

material actually retrieved, and precision as the proportion of retrieved 

material actually relevant. More precisely, 

number of relevant documents retrieved 
r e c a l l = number of relevant documents in f i l e 

. . r number of relevant documents retrieved. 
* " t o t a l number of documents retr ieved 

Since both high r eca l l and high precision are desired, the program was 

used to calculate the sum of these measures as well as the separate values, 

so that an over-al l performance index might be obtained. To summarize the 

r e s u l t s , averages of these measures were then calculated over the whole set 

of document requests for each of the SMART processing methods, as well as 

over subsets of general and specific requests . (A general request i s , 

roughly, one in which the number of relevant documents i s at leas t 10.) 
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lu Data Sets Examined 

The data used in the computations consisted of the ranked correlat ion 

coefficients obtained by eight of the SMART processing methods, four of these 

methods for a t o t a l of 2k requests , and the remaining four methods for 17 r e 

quests . The basic document f i l e against which the requests had been compared 

consisted of a set of k0$ abs t rac ts of documents published during 195>9 in the 

IRE Transactions on-Electronic Computers. Of the requests eight were judged 

to be of a general nature and the res t specif ic . (This i s the par t icular 

grouping of the requests used by J. Rocchio and M. Engel in the i r report on 

r e t r i eva l r e su l t s obtained with the SMART system.) 

In order to reduce the amount of keypunching necessary, i t was assumed 

tha t the number of correlat ion values examined for each case could be taken as 

only s l igh t ly larger than the maximum number of relevant documents associated 

with airy request . In pa r t i cu la r , i t was assigned that the 35> highest ranking 

correlat ion coefficients would be suff ic ient , and that the inclusion of addit ional 

points would not change the r e s u l t s . This assumption wi l l be found valid by in 

specting the data . 

Each set of 35> points was processed by the following ten combinations of 

cut-off methods ( l i s t ed in Part 3) and parameters, denoted as runs "A" through 

"J" : 

" Rocchio, J . , and Engel, M., "Test Design and Detailed Retrieval Results" 
Information Storage and Retrieval , Report No. ISR-8 to the National Science 
Foundation, Computation Laboratory of Harvard University (December 196U). 
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Runs Method Parameter 

A 1 «35 
B 2 .02 
C 2 ,015 
D 3 
E h 
F ^ .02 
G 5 .015 
H 6 .05 
I 6 .025 
J 6 .02 

For each cu t -o f f method and fo r each of the e i g h t SMART process ing 

methods and a b a s i c se t of 1? r e q u e s t s , the r e c a l l , p r e c i s i o n , and 

o v e r - a l l measures were averaged over; 

(a) a l l r e q u e s t s 

(b) a l l s p e c i f i c r e q u e s t s 

(c) a l l gene ra l r e q u e s t s 

These results were then averaged over the eight SMART methods. For the 

four SMART methods for which seven additional specific requests were 

available, separate averages were calculated over a total of 16 specific 

requests to give some indication of the statistical validity of the re

sults. 

5. Results and Conclusions 

The results of these averaging procedures are shown in Figs* 2-6 

from which the following conclusions may be drawn: 

1. The relative performance of the cut-off methods does not depend 

heavily upon the underlying SMART processing methods since the 

curves in Figs. 2 and 3 cross infrequently, and retain a consistent 

shape. 
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Cut-off runs 
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Figure 2 
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Cut-off runs 
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Figure 3 
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2* There i s a defini te inverse re la t ionship between r eca l l and precision^ 

low reca l l corresponding to high precis ion, and conversely* 

3* This inverse re la t ionship accounts for the surprising f la tness of the 

curves for the over-a l l s t a t i s t i c 

h* The same cut-off methods produce the best precision and reca l l values 

for both specific and general requests , although the re la t ive heights 

of the curves leads to an inverse re la t ionship for the over-al l s t a 

t i s t i c , 

5* Higher r e ca l l values account for the fact tha t the over-a l l s t a t i s t i c 

i s higher in the case of specific requests than for general requests* 

(The precision i s actual ly higher for the general requests . ) 

6* Increasing the number of specific requests did not change the r e s u l t s 

substantively, although the over-a l l s t a t i s t i c was smoothed* 

7* Method 6 which tends to even-off the number of documents re t r ieved 

from case to case i s the l eas t sa t is factory of the methods* 

8# None of the more complicated methods produced over-a l l r e su l t s sub

s t a n t i a l l y superior to method 1 which i s perhaps the most i n t u i t i v e l y 

pleasing of the methods* 


