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Section 1
THE SYNTACTIC ANALYZER "PHRASE"

1.1 BACKGROUND: PREVIOUS EXPERIMENTS IN THE USE OF SYNTACTIC ANALYSIS
IN AUTOMATIC INDEXING AND EXTRACTING

In 1969, as a natural outgrowth of some experiments in the compilation of a "sentence
dictionary' of syntactic word types, a specialized parsing program was developed.

It was designed both for a further '"sentence dictionary' experiment and for more
generalized indexing and extracting experiments. This limited parsing program

was to identify all noun phrases, verb phrases, and infinitives within a sentence,
resolving all ambiguities so that a sentence could be represented by one structure,
consisting of a string of noun and verb phrases, infinitives,and gerunds, connected

by the part-of-speech strings of the function words. An example of the mapping of

a sentence into this kind of structure is shown in Fig. 1. This parsing program is
described in the 1969 Annual Report (Ref. 1). It was used in three experiments, in
extracting by a "sentence dictionary'" method, and in both extracting and indexing

by combining syntactic and frequency criteria in the choice of representative sen-
tences or phrases. These experiments can only be briefly summarized here, but
they are described in detail in the 1970 Annual Report (Ref. 2) and also in ""Experiments

in Automatic Extracting and Indexing" in Information Storage and Retrieval (Ref. 3).

In the ""sentence dictionary' experiment in extracting, it was postulated that a dictionary
of syntactic sentence types could be constructed in which extract-worthy sentences
would be distinguished from other sentences by their syntactic form. This did not

turn out to be a valid conjecture, though there were indications that sentence typing
might be used in a sereening process in conjunction with other extracting techniques.

In the second experiment in extracting, each sentence in the text was analyzed.
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Syntactic criteria were used to reduce the text, then frequency criteria were used to
choose words, which were in turn used in choosing the extract sentences. The method
uscd in the automatic indexing experiment was similar, with the same syntactic criteria
used to reduce the text, but with different frequency criteria used to choose the words
which defined the index phrases. Thus, in these experiments the noun phrases identi-
fied were extracted from the text as potential index items. Frequency counts on the
individual words of the noun phrases were then used in an algorithm to determine

which noun phrases were to be chosen as index items, or which sentences were to

make up an extract. Thus, the analysis was able to provide two important contributions

to the indexing system:

® The size of the text subject to frequency counts was efficiently and
effectively reduced to the concept-words in the text

® The index produced was one not of words but of phrases, which carry more
particularized meaning, e.g., if intelligence was a high frequency word,

actual phrases in the text such as artificial intelligence laboratory were

included in the automatic index

These contributions are surely significant; it became very tempting to expand the

parsing program in order to make it possible to apply still more sophisticated syn-

tactic criteria within the indexing and extracting algorithms. At first it was planned
simply to expand the parsing program to include the identification of prepositional,
participial, and irnfinitive phrases. Gradually a plan for a complete, but four level parser,

was evolved and is described in the next section.
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1.2 THEORY AND METHODOLOGY

1.2.1 Overview

Most methods of syntactic analysis, like the predictive analysis system of Oettinger
and Kuno (Ref. 4), produce dozens of possible interpretations for many, if not most,
English sentences. This is not very useful for information handling. Obviously, one
of the possible sentence structures must be chosen, hopefully the correct one. Whether
this is done by producing one structure initially or by eliminating anomalous structures
is unimportant, except that from the standpoint of efficiency and time, the first alter-
native seems more attractive. Obviously, syntactic analyzers may deliver differing
amounts of information, and may express this information in differing ways; thus

both the information to be provided and also the form in which it is to be provided

are best dictated by the use to which the analysis is put. The syntactic analyzer to be
described here, called the PHRASE parser, was developed for use in indexing and
extracting experiments. It was decided that it was advantageous to develop the par-
ser in levels, with each succeeding level providing more information about the sen-
tence. This was because the simpler the grammar, the easier it would be to obtain
an unambiguous structure; while the more sophisticated the grammar, the more in-
formation would be available for use in indexing or extracting. By developing the
grammar in levels, the most efficient level for a given purpose can be sought by
experimentation. At each level, only one structure was to be defined for the sen-
tence, and those ambiguities-in which structural or government information was in-
sufficient for resolution were to be resolved by selecting the most probable structure.
(Most often a speaker has intuitive knowledge of the most probable structure, but

sometimes the structure probabilities must be determined statistically.)

As is true with most automatic parsers, the rules of the PHRASE grammar use the
part-of-speech strings of therwords in the sentence as their basic data, and oc-
casionally also the words themselves, because some function words contain structural

information which cannot be coded as traditional parts of speech. Rather than use an
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extensive dictionary for parts of specch, with its demands in search time and storage
space, a part-of-speech algorithm was developed and programed to assign parts of
speech to words on the basis of the part-of-speech implications of the affixes and the
length of the remaining kernel (Ref. 5). The parts of speech of function and exception
words, however, were provided by a dictionary of about 800 words, and the most costly
errors in the algorithm have been eliminated by adding another exception dictionary

of perhaps 200 words. The part-of-speech string so assigned is an inclusive one,
designed to contain at least all the parts of speech attributed to the word by the diction-
ary, but which may also contain one or two more parts of speech. Thus, the natural
ambiguity of English words is compounded somewhat by use of the part-of-speech
algorithm. There are 15 parts of speech assigned: noun, article, adjective, verb,
past verb, adverb, preposition, conjunction, pronoun, interjection, present participle
past participle, auxiliary verb, pronoun, and plural noun. Of course, since a word is
most often assigned more than one part of speech, the number of word classes, or
part-of-speech strings, actually used is much higher than 15. Noun-verb or noun-
plural-verb is a very common word class, and resolving this ambiguity is a major
concern of the parsing program. Other common ambiguities include the adjective~
adverb class, the preposition-conjunction, preposition-adverb, noun-adjective-
conjunction, adverb-noun, adverb-conjunction, and past verb-past participle classes.

Function words often have as many as four or five parts of speech assigned to them.

As illustrated in Fig. 2, there are four levels of analysis in the PHRASE system,

with each level of the analysis providing a more complete description of the sentence
structure. The information provided by levels 1, 2, and 3 is designed to be useful

in its own right, and also suitable for input to the analysis at the next higher level.

The first level defines the simple or basic word groups which form the building blocks
of language. The second level defines how these basic groups are relationally linked
with other words and groups to form complex word groups. The third level defines
how basic or complex word groups are joined by conjunctions. The fourth level defines
how basic and complex word groups combine functionally to form clauses. Each of

these levels can now be further explicated.
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Fig. 2 Four Levels of Analysis
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1.2.2 Summary of the Four Levels

The first level of analysis defines the noun groups and the verb groups, which are
the basic building blocks of the language, and also defines infinitives, for reasons
which will become evident. These word groups identified at level 1 will be abbrevi-

ated as follows:

Noun phrase — NAP
Verb phrase — VBP
Infinitive — NF
The PHRASE grammar defines all these word groups by structural rules of combi-

nation, but they can be conceptually defined as follows:

NAP — a main noun, together with its immediately preceding delimiters

and modifiers.

VBP — a main verb, together with its auxiliaries and contiguous

adverb modifiers.

NF — an infinitive, most easily defined by its form, the word to plus the
base form of a verb, to express existence or action apart from any specific

actor.

These three groups are defined on the first level because they are basic, because they
constitute potential entries in an index, and because their definition resolves the most

basic and pervading ambiguity, the noun-verb ambiguity.

In English, the lines between substantives and verbs, between things and actions,

are not clearly drawn by word form. The word '"part," for example, can refer

equally well to a portion of a whole or to the act of separating a portion from a whole.
Only the context distinguishes the thing from the act, according to our custom of speech.
We see that it is necessary to distinguish four syntactic usages of _p_zir_t: as a noun (a
‘part), as an adjective (a part interest), as a verb (he parts), as an infinitive (to part).
One other more complex ambiguity must be partially dealt with at this level, for those
participles which are in verb phrases must be distinguished from those in noun phrases.
The resolution of participial ambiguity will extend also to levels 2 and 3, and sometimes

to level 4.
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The relationship between the basic word group notation and the often used binary
tree representation is shown by example in Fig. 3. Note that when a basic word

group consists of two words, as in NA Pl’ NAP_, and VBPZ’ the basic word group

2’
corresponds to the lowest level bracket in the binary tree representation. Note also
that a binary tree parse implicitly shows a modification structure, as in NAP4. In
this system, the modification structure within a noun or verb phrase will not be

established at this first level, indeed not until level 4 of the analysis.

The second level cof analysis defines complex word groups of three types, the pre-
positional, infinitive, and participial phrases. These phrases are composed of two
elements, an initial preposition, infinitive or participial, and the following phrase
which acts as the object or modifier of the initial element. Such complex word groups
usually act as modifiers of noun or verb groups, and infinitive and participial phrases

may also substitute for noun groups.

For convenience, the complex word groups will be abbreviated thus:

Prepositional phrase: PRP (e.g., for my sister)
Infinitive phrase: NFP (e.g., to find my sister)
Participial phrase: PTP (e.g., finding my sister)

(built by my sister)

In these phrases, the preposition always defines the relationship between the object
phrase and the word or phrase it modifies. This is sometimes true for infinitives and
participles also, but because these have both substantive and verbal characteristics,
they may either indicate a verbal relationship or may assume the role of a noun phrase
in the sentence. At this level in the analysis, the word, if any, which the preposition,
infinitive, or participle modifies is not identified, and therefore the exact nature of

the relationships cannot be defined at this level.
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Fig. 3 Relationship of Basic Phrases to Binary Tree Representation
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Because of the dual nature of infinitives and participles, nesting of second-level

phrases is common, as in the phrase:

NAP

trying to go to the store
L

Here to go is the object of trying, while to the store is the object or modifier of

to go. The many possible functions of thesc second-level phrases, especially the
participles, are also best shown by example. In Fig. 4, the PTP recognizing in the
first sentence is acting as an object of the preposition for; in the second sentence, the
participle selecting is functioning as a verbal noun, itself a subject but with an object
answers; in the third sentence, the participle rushing modifies the word he and shows
the relationship between he and the object of the participle, to get the ball. At this

second level in the analysis, only the extent, type, and nesting of these phrases is

determined; the functions are not identified until the fourth level in the analysis.

The third level of the analysis is concerned with identifying phrases which are joined

in a series to phrases of the same kind, wherein each of the joined elements is of

equal importance. This level has not yet been implemented, but there is every

reason to believe it can be done with sufficient accuracy independent of the fourth level.
Occasionally, however, an error may be made which will have to be corrected at the
fourth level, where examination of a larger context can aid in distinguishing and's and
or's used as clause conjunctions from those used as phrase conjunctions. Figure 5
shows the structure of a simple sentence as defined by the first three levels of analysis.
Phrases identified in level 1 are indicated by braces. Phrases identified in level 2

are indicated by squared brackets. The joining of phrases identified in level 3 is shown

by dotted lines and arrows.
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Fig. 4 Examples of Participle Usages
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NAP = noun phrase
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PRP = prepositional phrase
VBP = verb phrase

Fig. 5 Sample of Grammatical Structure After Level 3 Analysis
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Level 4, which will complete the job of analysis, will draw upon the structure provided
by the other three levels, and in some cases will also draw upon semantic information.
Level 1, although it identified noun and verb phrases, did not spell out the function of
each word within the phrase; this must be done at level 4. Level 2, though it identified
the higher level prepositional, infinitive, and participial phrases, and thus implicitly
identified the function of many of the noun phrases, did not identify the function of the
higher level phrases themselves. This too must be done at level 4, and those noun
phrases whose function was not identified in level 2 or level 3 must now be assigned

a function. In addition, the clauses must be delineated and their relationships es-
tablished. As each clause is delineated, its subject, verb, and object of the verb,

if any, is defined. Thus levels 1 through 3 define structural units, while level 4
defines the functions of the units, completes the structure by defining the main elements

of the sentence, and also acts as a check on the ambiguity resolutions of previous levels.

It is in the definition of clauses and their main parts that errors in the interpretation
of preposition-conjunction (PR-CJ) ambiguities (at level 2) or phrase CJ-clause CJ
ambiguities (at level 3) can now be detected and corrected. An example of a PR-CJ
ambiguity will make this clearer, as is illustrated in Fig. 6. The NAP and VBP in
sentence 1 of Fig. 5 are defined in a straightforward manner. In sentence 2, needs
and processing are ambiguous, but both ambiguities are resolved in level 1, with

needs being defined as a VBP, and more processing as a NAP. In level 2 analysis,

both as an example in sentence 1 and as the sentence in sentence 2 meet the require-

ments of a prepositional phrase and both will be so defined. In level 4 analysis, how-
ever, the presence of needs as a VBP will indicate the need for an unattached NAP
preceding it to act as subject. Since as is a conjunction possibility, the PRP will

be dissolved, leaving the NAP the sentence free to act as subject. If no conjunctive
possibility had occurred, the program would have to assume that the ambiguity of

needs had been incorrectly resolved and add it to the NAP the sentence.
1.2.3 Methods of Ambiguity Resolution at Each Level

In discussing the methods by which the PHRASE parser determines structure,we can

now enlarge on the previous discussion of the levels of analysis, which has already
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these sentences will do.
NAP VBP NAP
_A
2. As the sentence needs more processing,
PRP
NAP VBP L NAP !

AN

it will be stored on tape.

Fig. 6 Resolution of Preposition-Conjunction Ambiguity
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shown in a general way how the parser determines structure by taking advantage of
speech customs. The actual algorithms used in the level 1 and level 2 analysis are
completely documented in sections 3.1 and 3.2, respectively, in the form of flow
diagrams. These flow diagrams have evolved from those documented in sections 3.1
and 3.2 of last year's report (Ref. 6). To aid in the interpretation of the flow diagrams,
it will be helpful to discuss the methods used at each level and to give some examples

to illustrate the nature and application of the parsing rules.

Level 1, which defines the noun and verb phrases and the infinitives, is not only the
most basic, laying the groundwork for subsequent levels, it is also probably the most
complex and difficult. Level 1 deals with noun-verb and participle-verb ambiguities.

Four main steps can be distinguished:

(1) Elimination of some part-of-speech ambiguities
(2) Identification of possible noun and verb phrases
(3) Resolution of noun and verb phrase conflicts

(4) Resolution of verb-participle ambiguities

An initial scan through the sentence takes advantage of certain impossibilities in the
juxtaposition of parts of speech to narrow down part-of-speech possibilities or functional
possibilities of certain words. For example, if a participle not an auxiliary is preceded
by an article or an adjective possibility which is not an adverb possibility, then it is
functioning as a noun or adjective and cannot be a verb or part of verb, nor is it likely
that it is followed by a verb. Similarly, an ambiguous noun-verb in the same position
as described above for the participle can be identified as a noun, and its verbal pos-

sibility could be eliminated. This rule is shown in flow diagram notation in Fig. 7.
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IS THIS WORD
<% AN ARTICLE OR

ADJECTIVE BUT

NOT AN ADVERB?

l yes

IS THE FOLLOWING
WORD A PARTICIPLE
WHICH IS NOT AN
AUXILIARY ?

l yes lno
SET PARTICIPLE IS THE FOLLOWING o
TO A PT2, A FEATURE WORD AN AMBIGUOUS ____&

INDICATING IT'S A NOUN NOUN-VERB?
OR ADJECTIVE. lyes

ELIMINATE THE
VERBAL POSSIBILITY
FROM THE NOUN-VERB.

Fig. 7 Example of Operation of Juxtaposition Rules
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In the following sentence, all ambiguities but one could be resolved in this first step.

She was demonstrating the zigzag  stitch

PN AX NAPT AR NA NA

VB VB PT B VB

on the sewing machine.
PR AR NA PT NA

AJ VB PT B

Presence of the auxiliary (AX) was eliminates the noun or adjective function (NA)

from the participle (PT) demonstrating, showing that it functions as a verb (VB).

Presence of the article (AR) the eliminates the verbal possibility for zigzag, showing
that it functions as a noun or adjective. Presence of the article (AR) the eliminates
the verbal possibility for sewing and the combination of adjective followed by participle
eliminates the verbal possibility for machine.

Some may object that these combining rules may result in error, as indeed they may,
but the probability is so low as to be negligible, and if an error does occur, it can
probably be detected and corrected at a later stage in analysis. For example, an
auxiliary may be actually followed by an adjectival participle, contrary to the combi-

nation rules, as in

Those are flying saucers.

In scientific literature, such a possibility is rare enough to be ignored. Note that

a rule could be formulated, however, to reduce this ambiguity problem even further,
because the presence of those is a key to the semantics of the sentence. One could,
but would not ordinarily, answer, "They are flying saucers" to the question, "What are
those things?' or even '""What are they?' On the other hand, one would have to answer

the question, "What are they doing'" with they and not those as in

They are flying planes (or knitting sweaters or whatever)
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In level 4, therefore, presence of an animate plural subject will indicate a progressive

verb like are flying; presence of thesc or those as subject will indicate an adjectival

participle as in flying saucers.

In the second step of level 1, all possible noun and verb phrases are identified. Legal
noun phrase strings are identified by a variety of rules which state what can be in-
cluded in a phrase, what can begin or end a phrase, and what can be in a phrase under
limited conditions only. After noun phrases, all possible verb phrases are identified
by a similar set of rules. Possible noun phrases and verb phrases may overlap and
often do, since there are always many noun-verb ambiguities in the sentence. Figure 8
shows all the possible noun and verb phrases in a sample sentence. Noun phrases are
bracketed above the sentence and verb phrases below it. (Note that '""mediates' is
included in a noun phrase because the part-of-speech algorithm puts it in the noun
plural-verb class, and "Galen'" and "life'" are included in verb phrases because the

port-of-speech algorithm puts them in the noun-verb class.)

After all noun and verb phrases are defined, resolution of noun-verb ambiguity can
begin. In this step, the rules, though involved, are based largely on the concept that
each clause of a declarative sentence can contain but one verb, which is preceded by

a subject, although both subject and verb may consist of two or more joined elements.
Another of the characteristics of English declarative sentences which is used in re-
solving ambiguities is that two noun phrases cannot be contiguous unless the first is
the object of a preposition, participle, or infinitive. In the resolution logic, each
possible verb phrase is subjected to tests with respect to its immediate context, the
availability of a noun phrase to act as its subject, presence of auxiliaries in the phrase,
existence of other verb phrases in the sentence, and existence of clause or coordinating
conjunctions, and so on. Each possible verb phrase is then accepted or rejected as a
result of these tests, and changes are made in noun phrase boundaries to accommodate

this choice.
Perhaps the easiest way to illustrate the kinds of rules used is to look at a portion

of the noun-verb ambiguity routine, taken from the flow diagram and shown in Fig. 9.
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NAP NAP

NAP NAP

r I
the three major involuntary processes of [life !
— L 1 L

VBP VBP VBP

Fig. 8 Example of All Possible Noun Phrases
and Verb Phrases
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to Routine yes
- Is there an unambiguous
@ verb phrase in the sentence ?
'
to Routine no .
- Is there another tentative
@ verb phrase in the sentence ?
® "
to Routine yes
<«@——  Are both the TNAP and TVBP
@ preceded by and, or, or nor?
® P
yes
Negate Is the 1st word of the TVBP
the TVBP also the 1st of sentence ?
® i
Is the TNAP preceded
by a preposition or
participle ?
® ® \»
Is the TVBP also Is the TNAP
preceded by followed by
preposition or another TNAP?
participle ? I no J no
yes l yes
Negate the l Negate the
TVBP TNAP
to (8)
next page

Fig. 9 Portion of Noun-Verb Ambiguity Logic
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()  Scan back from the TNAP
until one of the following
units is found and branch
accordingly .

(a) Group 1 CJ (who, what, that, which)
(b) Group 2 CJ (why, whether, whence,
or when, where)

Group 3 CJ (because, if, although,
or unless)
Nominative pronoun
(c) Any other CJ
(d) Another TVBP outside of this TNAP
(e) 1lst word of sentence

;

toa, b, ¢, d, ore

(2) (®) (©)
Is Group 1 Is conjunction
word preceded g;g:;e e and or or?
by preposition no ‘ yes
or conjunction? *
yes § no Is CJ Is this
Negate + followed apparently
to Routine @ by a TNAP the last
the TNAP *yes *no of a noun
series,
Negate Negate ending a
the TNAP] |[the TVBP| geries of

L

d,e) ' Is the conjunction
Goes to Routine @ = precede;i by a
comma
for further testing no
to to

continue scan

Fig. 9 (Cont.)

1-21

LOCKHEED PALO ALTO RESEARCH LABORATORY

LOCKHEED MISSILES & SPACE COMPANY
A GROUP DIVISION OF (OCKHEED AIRCRAFT corPORAYION



LMSC-D246461
Part 1

It shows part of the logic for resolving ambiguities when all the verb possibilities in
the sentence are ambiguous. (Routine 1 referred to from box A has a different logic
for resolving ambiguities when one or more unambiguous verb phrases occur in the
sentence.) Every ambiguous word considered by this routine belongs within both a
tentative noun phrase (referred to as the or this TNAP) and a tentative verb phrase
(referred to as the or this TVBP). Other tentative phrases in the sentence are desig-
nated a or another TNAP and a or another TVBP. Figure 10 shows a sentence with
three noun-verb ambiguities, indicates the path in Fig. 9 which the logic follows in
resolving these ambiguities, and finally shows the sentence with remaining noun and

verb phrases.

In the last step of level 1, an effort is made to identify infinitives. Any verb phrase
possibility which directly follows the wora o is called an infinitive. This is one of
the weaknesses in the grammar rules. Though right much more than wrong, it is
hard to get an intuitive feeling for how often it is wrong, and counts have not been
taken. Fortunately, this is a problem which can be ameliorated with the use of word

government, as will be explained later.

At this point,an attempt is also made in distinguish verbal present participles from
adjectival or gerundal present participles. Rules dealing with this type of ambiguity
can be compared to those dealing with noun-verh ambiguities, but differ as the charac-
teristics of participles and nouns differ. Most present participle ambiguities are
handled at level 2, but at this level the NA P designation is removed from present
participles which are (1) the first word of the sentence, (2) are preceded by punctu-
ation, or (3) are followed by past participles, as in the following examples:

(1) Believing himself unobserved, he snatched the diamonds.

(2) She lett the room quietly, hoping that no one noticed.

(3) He enjoys being praised by his parents.
These participles are then free to form pacticipial phrases at level 2. Level 4 will

have to identify the function of the participial phrases, and also of the free-floating
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NAP NAP NAP
v  J | B | r
First he shows from vivisection
—_J
VBP
NAP NAP(CJ)
r N r =
of cold-blooded animals that
NAP NAP
| B Al v B
the contraction of the heart works
| W |
VBP
NAP
 f B
with a pumping stroke.
VBP

shows — A, B, C, D, E, G, Hb to set VBP

works — A, B, C, D, E, F, Ha to set VBP

stroke — A, B, C, D, E, F, Hd and to routine @
where other tests set NAP

NAP VBP NAP
L | B | L LI R |
First he shows from vivisection
NAP NAP(CJ)
( 1 |
of cold-blooded animals that
NAP NAP VBP
r 1 f 1T 7
the contraction of the heart works
NAP

r
with a pumping stroke.

Fig. 10 Example of Noun-Verb Ambiguity Resolution
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or noun phrase participles. Thus, all the underlined participles below should be
designated as subject or predicate complement, assuming the role of a nominal,

although some are in noun phrases, some in participial phrases, some floating.

NAP
1
seeing is believing
PTP

' . - ‘ .
seeing him was a pleasure indeed

NAP

i 1
her beautiful knitting is famous

The past participle-verb phrase ambiguities are handled by scans that search for

free noun phrases, clause or coordinating conjunction, etc., much as in the noun-verb
ambiguities, and with many of the same possibilities for error. Here again a "best
guess" is being made at this point which will be checked at level 4, when the various

functions in the sentence are identified.

At the second level of the analysis, the PHRASE program uses as data the basic word
groups from the first level as well as the parts of speech of the words as assigned by
the part-of-speech program. This section of the program defines phrases which may
link together in a nesting fashion, with one phrase being identified in another phrase
which may in turn be included in a larger phrase. It is convenient to think of these
phrases in levels (not to be confused with analysis levels) with each higher level
defined from the previous level, until no more phrases can be formed. Thus, in the
first pass through the sentence, all noun phrases are examined to see if they belong
within a second-level phrase. Noun phrases are examined from the back of the sen-
tence, working toward the front because this makes it easier to resolve participial
ambiguities. In the second pass through the sentence, all second-level phrases are
examined to see if they belong within a third-level phrase. In the third pass, third-

level phrases are examined to see if they belong within a fourth-level phrase.
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(Nesting above the fourth level is not common, but the program has been recently
expanded to handle fifth-level phrases.) High-level phrases are examined from the
beginning of the sentence, working toward the end, because this makes it easier to
keep the levels separate. The two examples given in Fig. 11 may help clarify the
nesting concept. Noun phrases are regarded as on the lowest or first level. The

second level phrases are labeled L2PH; the third level phrases are labeled L3PH.

In both examples, it is assumed that the past participle has already been identified
as the verb phrase, which indeed would be the case. In the first example, the parti-
ciple "allowing' is identified as the beginning of a participial phrase rather than the
single noun object of the preposition ""despite.' The same thing is true of "fighting"
in the second example; however, the function of ""purchasing' had been tentatively
resolved as adjectival in the first level analysis of PHRASE. Some additional checks
are made . at this level, but the adjective identification is allowed to stand. (The
differentiation between an adjectival participle and one beginning a participial phrase
is often very difficult, and will be discussed in the sections on '"disambiguation, "

particularly in disambiguation from structural clues.)

Level 3 of the PHRASE program operates again on the output of the previous levels
as welil as on the parts of speech of the words. It identifies the role of those con-
junctions in the sentence which are capable of linking either words or phrases or
clauses, to determine just which are the actual linked entities; and, or, and but are
conjunctions of this type. Development of these rules is still in progress, and it is
possible that level 3 should be integrated with level 4, at which time the functions
of the phrases are determined and the clause boundaries defined. Obviously, at the
end of level 2 the phrases which could be linked are identified, but not the clauses.
According to the present philosophy, level 3 will tentétively link words and phrases,
and level 4 will correct the linkage to a clause linkage when necessary. The rules
are based on the fact that the entity immediately following the conjunction is one of
the pair of joined entities; therefore, a backward scan to the first encountered entity

of the same type will generally find the other of the pair. Also, a comma before a
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L3PH — PRP
NAP vBp | L2PH — PTP |
— 1 | I
He failed despite : allowing
L3PH — NFP
1
7 L2PH — PRP
As NAP ] | NFP | NAP |
r 1 T 1 1
a week to prepare for the test,
NAP VBP NAP
| - i ] | L
This action released purchasing power
L3PH — PRP
B. f 1
L2PH - PTP
I I
NAP
r 1
for fighting the depression.

Fig. 11 Examples of Higher Level Phrases
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