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Retrieval system tests 1958-1978 
Karen Sparck Jones 

Previous chapters considered the problems of information retrieval experi­
ment in general, and particular types of experiment. This chapter looks at 
information retrieval experiment over the last twenty years as a whole, to see 
what the actual tests which have been carried out show. I shall not attempt 
an exhaustive review of this work. I shall seek rather to characterize it by 
referring on the one hand to especially significant tests, and on the other to 
average or representative ones. My object is to exhibit the development of 
retrieval experiment in the last two decades in terms of the purpose, quality 
and influence of the tests which have been carried out. The twenty year 
period for the survey is a natural one, since it effectively covers the 
development of modern, especially computer-based, retrieval systems, and 
equally, most of the significant information retrieval tests. 

12.1 Experiment and investigation 

The amount of work done under the general heading of information system 
studies is very large. To see the wood in the trees it is essential to have a clear 
view of what constitutes an experiment and to restrict the survey, as far as 
possible, to experiments in the strict sense. Thus for the purposes of this 
chapter an experiment is distinguished from an investigation in the following 
ways. An experiment aims at explanation, an investigation only at 
description: an experiment seeks to answer questions about what happens if 
such and such is done, by showing why it happens; an investigation indicates 
only what happens. In the context of information retrieval system testing, an 
experiment typically focuses on individual variables, where an investigation 
exhibits system behaviour as a whole. An experiment is in principle 
hypothesis-guided, while an investigation may be no more than hypothesis-
generating. The key requirement of experiment is therefore control over test 
variables, both primary and secondary. In consequence, experiment is 
concerned with measurement. Investigation may also produce measurments, 
and in both experiment and investigation measurement may be merely 
descriptive. However since an information retrieval system has a function, 
any measurements must ultimately be related to system performance in terms 
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of effectiveness, somehow defined. The difference between experiment and 
investigation is therefore that in experiment explicit comparative measure­
ments are required for different values of the test variables; in investigation, 
comparison may be only implicit. Further, since retrieval systems have a 
function, evaluation experiments relating specifically to performance 
effectiveness, i.e. the ability of the system to retrieve relevant documents and 
to suppress non-relevant ones, have a special status as the most important 
kind of experiment. 

Unfortunately, the distinction between experiment and investigation just 
summarized is an ideal which is very difficult to maintain when discussing 
actual system tests. Much of the work done cannot be described as 
unequivocally experimental or investigative, expecially where studies of 
operational systems are concerned. The problem is really that information 
retrieval systems are so complicated, and so little understood, and there is 
such a lack of solid theory about them, that really high class experiment can 
hardly be expected. In a way a review of information retrieval experiment is 
a review of the inadequacy of information retrieval experiment. The work 
discussed in this chapter thus ranges from experiments proper to better 
conducted and relatively systematic investigations. A particular problem is 
that while both experiment and investigation can in principle refer to 
operational system studies, in practice there have been few thoroughly 
controlled operational system tests, and experiment and investigation 
typically imply laboratory and operational environments respectively. There 
are indeed, as is noted in other chapters, considerable difficulties about 
conducting rigorous operational system experiments. 

Within the area of information retrieval experiment we can then sort the 
tests done according to the degree of control they involved, and according to 
the type of hypothesis they invoked. Control is exhibited by comparison, and 
the degree of control corresponds largely to the scope or level of the factor 
being studied as the primary experimental variable, i.e. variable on which 
the experimenter's interest is focused. Thus at the highest level we may 
compare whole indexing and searching subsystems within the fixed 
environment represented by a certain body of users and of literature; at the 
medium level we may compare different indexing thesauri; and at the lowest 
level we may vary indexing exhaustivity using a given thesaurus. As long as 
the environment parameters are held constant, all of these are comparisons 
implying some degree of control, but in the case of whole indexing or 
searching subsystems control will be minimal. The consequence is that any 
observed differences (or similarities) in system performance will not be 
explicable in any detail since the indexing and searching subsystem as a 
whole subsumes many lower-level variables. The problem most severely felt 
by research workers has been that of identifying useful, meaningful unit 
variables in retrieval systems, i.e. those variables capable of affecting 
performance for determinable reasons. A closely related problem is that of 
managing secondary, related variables, since their identification and 
manipulation are associated with the treatment of the primary variables. The 
treatment of indexing exhaustivity and specificity in relation to an index 
language are good examples of this problem. 

Similar points can be made about the hypotheses underlying information 
retrieval experiment. Some hypotheses are rather general, for instance that 
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in retrieval searching is more important than indexing, and so are difficult to 
test. In some cases, hypothesis may be of the weakest kind illustrated by any 
statement that some variable must be important so its behaviour is worth 
study: the requirement is then to find out why it is important. Statements to 
the effect that a certain value of some variable is superior to another value, 
or that one value is precisely twice as good as another, are then progressively 
stronger hypotheses. Again, a major problem for information retrieval 
research in the past two decades has been that of formulating testable 
explanatory hypotheses about information system behaviour, and especially 
hypotheses given a definite interpretation by a formal model. The distinction 
between the explanatory hypotheses of experiment and the descriptive 
hypotheses of investigation is not always easy to maintain. Explanatory 
hypotheses about the behaviour of a retrieval system ultimately refer to the 
way it functions in relation to its purpose, i.e. to its performance. Descriptive 
hypotheses are often assumed to have some connection with system function, 
but the nature of the connection may be far from clear. Descriptive 
hypotheses may indeed be tested, but in such cases they are either implying 
explanatory hypotheses or referring to certain system elements simply as 
data. Bibliometric and also user studies are examples of descriptive 
hypothesis tests. Thus bibliometric studies may be concerned to test 
hypotheses about the distribution of citations in journals, or of citation links 
between papers, with the test variable the subject area of a literature, for 
instance. However in interpreting such tests we have either a presumption 
that describing the structure of a literature has some bearing on retrieval 
system behaviour, or are in fact concerned with another type of information 
system as a phenomenon for study. Information retrieval research over the 
past twenty years could perhaps be described as a long and not altogether 
successful attempt to convert descriptive hypotheses into explanatory ones. 

12,2 Approaches to the historical review 
There are thus various ways in which the experimental work of the past two 
decades can be treated. One possibility is a straightforward historical 
account; another is a review focusing on the development of methods of 
experiment (or lack of it); and yet another is a characterization of the research 
in terms of the attempt to generate theories and models motivating 
experiments. The last two taken together would indicate the quality of 
experimental work in information retrieval. There are, however, further 
possibilities. One is to survey the experiments done by topic, i.e. to consider 
what particular questions within the whole range of questions that could be 
asked about document retrieval systems have attracted most attention, or 
produced the most significant results. The other possibility is to consider the 
experiments done in terms of their influence, actual or potential, on 
operational systems. There are in fact no very clear patterns to be seen, since 
experiments important on one count may not be so on others: for example we 
can have a methodologically sound experiment concerned with an unimpor­
tant question, or a good experiment without influence. There are, however, 
some major studies of importance for more than one reason, like Cranfield 1 
and 21"3, or Saltan's Medlars test4; and though the overall pattern is not very 
clear, the general colour of the cloth is plain, and there are some differently 



216 Retrieval system tests 1958-1978 

coloured threads to be traced, some of them even standing out as brightly 
coloured against the overall grey brown. 

In my view the questions experiments seek to answer should be viewed as 
bearing on the quality of experiments. Thus we can evaluate experiments in 
terms of method, hypothesis, and research or application status, and also 
information retrieval system concern: some aspects of document retrieval 
systems are more central and important than others, for example searching 
and matching as opposed to the quality of abstracts used as a basis for 
indexing, or the convenience of the online searcher's terminal. The core of an 
information retrieval system is the document access information, i.e. the 
character of the indexing data and search mechanisms available. The 
character of the users, of the literature, of the physical and administrative 
plant, and so on, represent progressively more peripheral environments of 
the indexing and search functions. We may therefore, other things being 
equal, rate studies concerned with the core of an information retrieval system 
as more important than those directed at the periphery. 

The influence of the experiments which have been carried out can, on the 
other hand, be dealt with by an historical account. A chronicle version of 
retrieval experiment does not match the logical characterization just 
described particularly well, so an historical account of testing is required to 
balance an evaluative one. The choice and sequence of experiments has 
naturally been influenced by the challenges posed by the findings of specific 
tests, but it has also been affected by developments in operational systems 
and in broader changes in attitudes to information system provision. 

The remainder of the chapter will therefore be organized as follows. I shall 
first provide a summary view of the history of information retrieval 
experiment in its wider context, mentioning noteworthy tests in passing. I 
shall then consider these and other representative experiments from an 
evaluative point of view, in relation to their objectives, i.e. their focus, 
motivation, and underlying assumptions; in relation to their forms, i.e. 
broadly speaking their data and conduct, which can be itemized utilizing 
Bourne's useful scheme5 as covering 

(1) corpus size (requests and documents) and subject, 
(2) source of the requests, 
(3) degree of request negotiation with the user, 
(4) number of relevance levels (excluding non-relevance), 
(5) status of the relevance judges and basis of their judgements, 
(6) performance measures; 

and in relation to their results, i.e. their findings, the interpretation given to 
these findings, and their implications. This evaluation will be primarily 
retrospective, but some reference to what the experiments looked like at the 
time may be appropriate. Overall this survey will seek to show whether and 
how experiments have changed in their objective or type of objective, their 
form, and their results, and more particularly if any changes reflect a growth 
of experience in the conduct of information retrieval tests and in the 
understanding of retrieval systems. Following the detailed discussion I shall 
summarize the main features of the test work done, viewed as a whole. It 
turns out that the research of the period covered by the chapter can be 
naturally divided into that of the decade 1958-1968, and that of the decade 
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1968-1978, and the two will therefore be treated separately. In conclusion, I 
shall consider the status that experimental work in retrieval as a whole has 
achieved, and its wider impact, especially on operational systems. 

Thus summarizing the discussion so far, we have testing ranging from 
experiment proper to investigation, and system phenomena ranging from 
core to periphery. Setting the one against the other gives us Figure 12.1. We 
then superimpose the concern with system function, which we can represent 
by shading, so we get Figure 12.2. The main focus of the chapter is therefore 
with the most densely shaded area of the diagram: evaluation experiment. 
However, as the boundaries are not absolute, some reference to the broader 
picture will be made, but only as far as this is justified by the need for a broad 
historical account. 

In describing and relating the various tests, some simplification is 
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inevitable. In particular, it is virtually impossible to apply any rigorous 
definition of a 'unit' test or 'unit' experiment as, say, an explicit comparison 
between two values of a primary variable, with all other variables held 
constant, or perhaps a comparison between two values of a primary variable 
for two of some secondary variable. This is to some extent because definitions 
would lead to intolerable detail, but also because much reported work is 
rather difficult to characterize consistently at this level: this in turn is partly 
because, as noted above, retrieval system behaviour is not well characterized 
in terms of its components. Some large or continuing projects can indeed be 
described as conducting series of tests. But in general, an individual test will 
be taken, informally, as whatever the authors of a paper regard as a test, 
which is chiefly a matter of objectives. This has the advantage of matching 
the authors' own views of tests in terms of their primary variables, but the 
disadvantage of failing to take full account of the information embodied in 
multi-variable tests. That is, where authors are interested in the behaviour of 
a primary variable subject to the variation of one or more secondary 
variables, we may turn the test upside down and view the secondary variables 
as primary. However attempting to examine the mass of tests done from all 
points of view would be impossible, so, though some alternative views will be 
noted, these will be rather limited, and will be mainly those recognized by the 
research workers responsible for large, multi-variable tests. 

12.3 The decade 1958-1968 

The year 1958 is a natural starting point for the historical account. The 1958 
Washington International Conference on Scientific Information was widely 
felt to mark new developments in documentation and information retrieval, 
specifically the appearance of a new intellectual tool, post-coordination, and 
a new physical tool, the computer. Luhn's auto-abstracts of conference papers 
may be taken as a symbol of the possibilities then perceived for automatic 
information processing. Research work in the following decade, and 
especially in the earlier part of the 1960s, was dominated by studies 
comparing newer post-coordinate indexing, perhaps involving a thesaurus, 
with older classificatory approaches. The expansion of computing was 
associated on the one hand with research on fully automatic indexing and 
searching systems, and on the other with work on automated searching. As 
had already been demonstrated by the use of punched card machines, post-
coordination was especially suited to automation, and formed the basis of 
studies of automatic indexing and searching. Research on statistically-based 
indexing, stimulated by Luhn, was especially prominent in the early 1960s. 
It was soon recognized that identifying indexing keys by direct automatic 
content analysis was not a realistic shorter-term aim, and statistical 
techniques for extracting information about words and word relations were 
proposed as substitutes. There was considerable enthusiasm for automation, 
and optimism about its potentialities, reflected in the effort devoted to 
machine translation. The hardware and software limitations of the machines 
available nevertheless made research into all kinds of automatic information 
processing methods very difficult. 

Post-coordination and automation were essentially responses to the 
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increasing specialization and growing volume of the literature. The felt 
inadequacies of crude natural language indexing of the kind originally 
represented by Taube's Uniterms, and the difficulties of replacing it by 
anything more sophisticated done automatically, encouraged the character­
istic development of the 1960s: the large thesaurus. This was a human 
product, used for manual indexing, but to provide index descriptions of 
documents increasingly exploited in machine searching, or more accurately, 
in machine scanning for document descriptions matching a human search 
specification. The old professional dogma about the need for sophisticated 
indexing, and the new economic fact about the potentialities of automated 
databases, were combined in the large batch document retrieval systems 
established during the middle 1960s. 

The proposals for novel intellectual and technological approaches needed 
testing by controlled experiment, or at least investigation. Thus quite apart 
from automation, it was apparent that the new indexing methods, especially 
post-coordination, whether applied with natural or a controlled indexing 
language, should be compared with more established methods. This applied 
to facetted classification as well, for example. The application of conventional 
methods within an automated enviroment also called for studies, primarily 
relating to costs. At the same time, the innovative approaches to automatic 
indexing as well as searching required extensive testing, both for feasibility 
and effectiveness. Thus during the first decade after 1958, experimental work 
was primarily focused on tests comparing forms of manual indexing, 
primarily in terms of the indexing languages used, on studies of the effects of 
automation on systems involving manual indexing, and on wholly automatic 
methods of document and request characterization and searching. However 
most studies of systems involving automatic searching with manual indexing 
were less studies of the effects of automation as such than studies of the 
behaviour of indexing languages. Indeed the salient feature of the testing 
done between 1958 and 1968 was its concern with indexing languages. 

Most of the tests done in the period, and all of the major ones, therefore fall 
into one or the other of two groups: one concerned with manual indexing 
using manually constructed indexing languages, and the other with automated 
indexing. The first group includes the various Cranfield tests1-3 ' 6, Schuller's 
test7, the Syntol work8, Altmann's9, Blagden's10, and Shaw and Rothman's11 

projects, Lancaster's Medlars investigation12' 13, and the series of (Case) 
Western Reserve University (CWRU) studies14 '15. The problems encoun­
tered with post-coordinate indexing using a thesaurus led to a whole subgroup 
of tests on roles and links, including those of Sinnett16, Herner, Lancaster 
and Johanningsmeier17, Cohen, Lauer and Schwartz18, Montague19, and 
van Oot et al.20. The second group of tests, on automatic indexing, includes 
those conducted by Dale and Dale21, O'Connor22, Damerau23, Borko24, 
Tague25, Melton26, Dennis27, and Stone and Rubinoff28, by the Smart 
Project29"32, and at A. D. Little33 '34, as well as the other research reported 
in Stevens, Heilprin and Guiliano35 and Stevens36. The tests of indexing 
languages in the first group focused mainly on controlled languages, with 
some work on simple natural language indexing. Those of the second were 
sometimes concerned simply with automatic indexing, e.g. Dale and Dale's 
and Dennis' tests, sometimes with comparison between automatic and 
manual indexing, as in the Smart tests and Melton's, Damerau's and Borko's 
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experiments. An important difference between the tests in the two groups 
was that on the whole the tests on manual indexing were evaluation tests of 
system performance, while more of the work on automatic indexing was 
concerned solely with demonstrating that automatic indexing was feasible 
and produced plausible output: this applies to the studies done by O'Connor, 
Borko, Stone and Rubinoff, to A. D. Little's NASA study, and indeed to most 
of the work reported in the two Stevens volumes. Within the two groups 
some tests can be described as experiments proper, involving some degree of 
control of variables and explicit comparison, ordinarily between different 
indexing languages. The Cranfield and CWRU studies fall into this category. 
Others, like Lancaster's Medlars test, were investigations. Some of the 
comparative tests, like those of Schuller or Cohen et al, as well as the 
investigations of Lancaster, were directly related to operational systems; 
others, including virtually all of the work on automatic indexing, were 
laboratory studies. 

The fact that in most of the work the emphasis was on the indexing 
language used gives the research of the decade a distinctive character. Indeed 
1968 genuinely marks the end of one phase of research. For manual indexing, 
it could be called the Cranfield decade. The relatively uncontrolled 
comparisons of Cranfield 1 were followed by the more detailed tests of 
Cranfield 2. The experience gained in different Cranfield projects was, 
moreover, applied in, e.g. the Herner et al. study of the Bureau of Ships 
system, in the Medlars investigation, and the CWRU Comparative Systems 
Laboratory work. The CWRU Report of 196814 essentially constitutes an 
extended presentation of the testing methods developed in this whole context, 
and can be said to summarize the experience gained during the period. At the 
same time it was evident by 1968 that automatic indexing raised more 
problems than had been expected: the effort and difficulty involved in 
conducting well-organized and informative tests was clearly shown by 
Dennis' heroic experiments. Salton's book, Automatic Information Organisa­
tion and Retrieval2*0 nevertheless marked the beginning of a new period since 
it emphasized the whole range of novel possibilities for information retrieval 
systems made available by computers, and the importance of viewing an 
automated information system as an integrated whole. Overall, the conclusion 
to be drawn from the work of the decade was expressed in the CWRU 
Report: the indexing language used is much less important in determining 
system performance than had been supposed. 

Given this general characterization of tests between 1958 and 1968, we can 
now consider the objective, form and result of the different projects in more 
detail. This will involve both the substantive and the methodological 
properties of the tests. In the discussion I shall treat the two groups of manual 
and automatic indexing tests separately since, as already noticed, they were 
very different in character. 

Index language tests 

We start with the indexing language tests, and first consider them 
substantively. As noted, these tests included the classical evaluation studies 
carried out at Cranfield and Western Reserve. The Cranfield 1 l and 2 2 ' 3 
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projects are considered in detail in the next chapter, and so will be referred 
to here only as far as is necessary to give a coherent picture of the work done. 
The tests carried out by Schuller7, the Syntol group8, Altmann9, 
Lancaster12'13, and Shaw and Rothman11 are significant because of their 
character or consequences. Tests like Blagden's10, Spencer's37 and Newell 
and Goffman's38 can be regarded as representative minor ones of the period. 

In terms of the concerns of the period, the most important of these tests 
were those with the objective of comparing indexing languages, typically 
some or all of more conventional classifications, or pre-coordinate subject 
headings, with newer types of classification and post-coordinate indexing, 
particularly using a thesaurus. Thus the focus of Schuller's test was a 
comparison between the UDC and Uniterms, of Cranfield 1 a comparison 
between the UDC, alphabetical subject headings, a facetted classification, 
and Uniterms; the Cranfield-WRU test6, which can be labelled Cranfield 1|, 
compared WRU telegraphic abstracts (essentially representing role-link 
indexing) with facets, Cranfield 2 a whole range of languages falling into 
broad groups based on natural language or controlled language terms, 
Altmann the 'ABC pre-coordinate system with a simple KWIC index, Shaw 
and Rothman pre- and post-coordinate natural language and also a simple 
KWIC index, and CWRU telegraphic abstracts with manual keywords, 
automatic keywords, a 'meta-language' or controlled language, and subject 
headings. Spencer compared conventional abstract journal classification 
schemes with SCI. In the role/link subgroup Montague's test19 also involved 
comparisons with other types of indexing. The other tests in this subgroup, 
by Herner et al.17, Sinnett16, Cohen et a/.18, and van Oot et al.20 involved 
various combinations of terms, links, and roles. From one point of view these 
could be described as different indexing languages, but compared with the 
much larger differences of language studied in the other tests, the link/role 
tests could be deemed studies of a single type of language. More 
straightforward evaluations of single languages were those of relational 
indexing by the Syntol group, simple post-coordinate terms by Blagden, and 
the Medlars controlled language by Lancaster. 

The motivation for the comparative tests tended to be to demonstrate the 
superiority or at any rate competitiveness of the more novel approaches 
involved, for example the use of facets in classification, of a post-coordinate 
thesaurus as opposed to pre-coordinate subject headings, of telegraphic 
abstracts, or of the SCI. Non-comparative tests like Blagden's were intended 
to show that a new method could provide satisfactory performance. In most 
cases the tests were concerned with effectiveness, but in some cases costs 
were explicitly investigated. Projects interested in the convenience or 
competitiveness of novel approaches were often implicit cost evaluations. 

In general, the assumption made in these tests was the one mentioned 
earlier: that the index language is a major, or perhaps the crucial, factor 
influencing performance, so that the choice of language is very important. 

A further closely related assumption was that indexing languages need to 
be sophisticated, though the contrary was occasionally held, for example by 
Shaw and Rothman. The specific substantive assumption made by the 
different projects then tended to be that the particular type of sophisticated 
language advocated was desirable, e.g. one using links and roles, or the more 
sophisticated relations of Syntol. Only the more extensive comparative tests 
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like Cranfield 1 or Cranfield 2 could be described as neutral with respect to 
specific type of language, while assuming that some sophisticated language 
was required. (In Cranfield 2 simple natural language was taken as a base for 
improvement in sophistication by the application of various devices.) 

In form, these tests had much in common, perhaps not altogether 
surprisingly in view of the influence of Cranfield both organizationally, as in 
the link with CWRU, and intellectually, as in the application of Cranfield 
methods in Herner et a/.'s Bureau of Ships test. The data for the tests 
generally consisted of less than 100 requests, and some hundred or a few 
thousand documents. Lancaster's Medlars test was quite exceptional in scale 
with over 300 requests and over half a million documents. Otherwise only 
Cranfield 1, Sinnett, and Cohen et al. used more than 5000 documents 
(though several experimental reports do not indicate how many documents 
were used). Queries varied, in some cases being genuine user queries, in 
others pseudo queries, and in yet others, following Cranfield 1, ones 
specifically based on a source document. On the whole there does not seem 
to have been much negotiation about the query with the user. Relevance 
assessments were usually made by requesters, and were normally of search 
output, perhaps pooled from several alternative searches; one or perhaps two 
grades of relevance were typical. Evaluation of any particular match output 
was commonly by precision, and by recall (or sensitivity as CWRU called it), 
though the CWRU tests substituted specificity for precision, and Sinnett 
noise. Blagden used noise alone, while Lancaster added novelty to recall and 
precision. In some cases simple numbers of relevant and non-relevant 
documents retrieved were used. CWRU combined sensitivity and specificity 
in a single measure of effectiveness. Recall was normally calculated relative 
to some subset of the possible relevant documents, say those identified by 
assessing some or all of the pooled output of alternative searches, or by 
assessing an independently obtained collection subset. With very few 
exceptions, like most of the Cranfield 2 performance characterizations, 
performance was calculated for simple sets of retrieved documents, giving 
one figure for each measure and so, for example, a pair of precision and recall 
values, for each particular test option. 

With respect to the test results, again looking at the tests substantively 
rather than methodologically, the most striking feature of the actual findings 
for the comparative tests was the very wide variation in performance. This 
is true both of individual studies, and, insofar as such cross comparisons are 
legitimate, of groups of similar tests. Variations in the findings obtained by 
different projects have to be treated with reserve, since they may be attributed 
as much to specific measurement procedures or data statistics as to the 
system factors, especially languages and their application, being studied, or 
to their environment. In particular, variations in relative recall for different 
projects, especially those using pooled output, are only of real significance 
within the context of individual projects. 

The fact that even the more plausibly grouped tests may differ in detail, for 
example by using average of numbers rather than average of ratios, or in 
using an external sample rather than pooled output for relative recall, and 
that in addition I have worked some figures myself, might suggest that there 
is no point in giving specific findings. But this is worth doing, to give the real 
flavour of the tests. It should however be noted that as many tests consisted 
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of a range of subtests, the figures are an illustrative selection; moreover, 
when ranges of performance figures are given, these may, for projects with 
rather heterogeneous subtests, be only for the strictly comparable alternatives 
of a single subtest. 

The variations in individual project findings is well illustrated by 
Montague's different experiments, where precision ranged from 4-9 per cent 
in one case, with relative recall 83-31 per cent, to 46-74 per cent and 93-31 
per cent respectively in another. Considering the tests comparable in type, 
i.e. in objective and form, the tests conducted by Schuller, Altmann, and 
Shaw and Rothman, with Cranfield l i , can be considered as a group, along 
with those of Sinnett, Cohen et al., Montague, and van Oot et al. on links and 
roles. The individual projects report differences in precision ranging from 
12.5-41.7 per cent (Schuller), 51.4-96.5 per cent (Cohen et al., for variable 
query sets), 46-74 per cent (Montague) or 67.3-88.7 per cent (Altmann), and 
in relative recall from 31-93 per cent (Montague) or 80.7-100 per cent (Cohen 
et al.) Taking precision and (relative) recall together for comparable data 
runs in multi-test projects we get such variations as 12.5 per cent precision 
and 73.1 per cent recall—41.7 per cent precision and 77.4 per cent recall 
(Schuller), 42 per cent precision and 57 per cent recall—55 and 66 per cent 
(Shaw and Rothman), 57.4 per cent precision and 100 per cent recall—94.0 
and 80.7 per cent (Cohen et al., with variable request sets), and 70 per cent 
precision and 84 per cent recall—90 and 77 per cent (van Oot et al.). The 
operational non-comparative studies of Herner et al., Melton, and Lancaster 
were broadly in the 50-60 per cent range for both recall and precision. For 
recall (sensitivity) alone, CWRU results ranged from 16 to 98 per cent, while 
the normalized recall results for Cranfield 2 ranged from 44.6 to 65.8 per cent. 
It may be noted that the specificity results for CWRU ranged from 12 to 98 
per cent. Over all these tests taken together, results range from a low of 4 per 
cent (Montague) to a high of 96.5 per cent (Cohen et al.) in precision, and, as 
far as the comparison is proper, from 31 to 100 per cent in recall (Montague 
and Cohen et al. respectively). 

These variations can or could, as noted, be accounted for partly by 
methodological differences and partly, of course, by the real properties of the 
languages being investigated, or the values of dependent variables like 
indexing exhaustivity; they might also be attributable to environment factors 
like collection subject area. These points are more fully discussed later. It 
must nevertheless be emphasized that the variations are not wholly 
explicable: if they were we would know how to design information retrieval 
systems; and the sheer scale of observed performance variation is worth 
noticing. 

The interpretations of the findings are equally varied, though there is a 
natural tendency, for the more limited tests, for their authors to conclude that 
whatever was to be demonstrated has been demonstrated. For example, 
Shaw and Rothman conclude that roles and links are not needed, while 
Schuller, testing novel Uniterms against UDC, finds Uniterms superior, 
though he concedes the complementary utility of UDC. However in some 
cases the results, like those of Cranfield l i , were contrary to expectation, and 
in the more broadly ranging comparative tests, like Cranfield 2 and CWRU, 
the results were surprising: in the first that natural language is competitive, 
and in the second that the indexing language is not very important. 
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Index language test overview 

The most fruitful way of looking at the results obtained in the tests of the 
period is to see how the specific findings and the interpretations given them 
by those concerned can be seen, when the tests are taken together, to show 
common trends with implications for our understanding of information 
retrieval system behaviour in general. What emerges from the tests of 1958-
1968 is unlikely to be novel to those familiar with the work, but it is worth 
emphasizing the fact that these very broad conclusions are supported by the 
results obtained over a range of projects, and are not simply based on single 
tests. 

Thus the tests comparing different languages, like Spencer's, Shaw and 
Rothman's, the various Cranfield tests, and the CWRU project, show that, 
other things being equal, different languages achieve comparable levels of 
performance though they may retrieve different sets of documents and 
especially relevant documents. A natural corollary is that fancy indexing has 
no especial merit, as Cranfield 1̂ , Montague, and Melton show, or, to put it 
the other way round, that simple indexing has merit, as Blagden, Cranfield 
2 and Shaw and Rothman indicate. A related conclusion is that supported by 
Cranfield 1 and CWRU, that the indexing subsystem is not the overwhelm­
ingly important factor in determining system performance. In Lancaster's 
and Saracevic's view, based on the Medlars and CWRU studies respectively, 
the treatment of the question, and specifically its proper development, 
emerges as much more important. Saracevic's general conclusion is that 
human factors are the most important ones. The related system factors most 
affecting language performance seem to be the exhaustivity or depth of 
indexing, noted for Cranfield 1 and 2 and CWRU, and also, according to 
Cranfield 2, the specificity of the indexing language. 

The tests taken together indeed support the statement that there is an 
inverse relationship between recall and precision, which was explicitly 
studied in the Cranfield 2 experiments, which is influenced both by indexing 
policies for documents or requests, determining exhaustivity, and by indexing 
resources in languages, determining specificity. The more detailed studies of 
the link/role test subgroup provide particular evidence here, showing that 
both links and roles are precision devices, with roles especially restrictive: 
and other studies of indexing with relations, like the Syntol test and Cranfield 
2, show a similar restrictiveness. Thus the statement that, other things being 
equal, languages perform the same has to be read as meaning that languages 
perform the same if document dependent factors are held constant and the 
languages are not explicitly oriented in opposite directions with respect to 
recall and precision: if good levels of both recall and precision are required, 
then when document variables are held constant, languages representing, for 
example, rather different classificatory philosophies do not differ materially 
in behaviour. 

Of course, these observations can only be taken as very broad generaliza­
tions, given the great variations in the details of the tests of the period, and 
also their many methodological deficiencies. The latter might indeed be 
regarded as sufficiently gross in many cases to undermine any conclusions to 
be drawn from the tests, but an alternative view is that the tests, however 
defective, were sufficiently varied that any common result can be regarded as 
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likely to represent a persistent underlying reality. The methodological 
inadequacies of many of the tests, as illustrated by Sinnett, Cohen et al, or 
Montague, for example, are nevertheless very conspicuous. The CWRU 
project was indeed specifically intended to constitute a study and development 
of retrieval system testing methodology. The defects of many of the tests are 
incidentally compounded for subsequent criticism by inadequate reporting, 
for example about the number of documents searched. 

Many experiments suffered from a general lack of control, both with 
respect to the values of the variables of interest and those of more obviously 
or possibly related variables. Thus if the variable of interest is the indexing 
language, when only one is studied it is not obvious how far the resulting 
performance should be attributed to the language itself. Conversely, since for 
example indexing depth may be a dependent variable, depth should at least 
be held constant, and preferably also systematically changed. A minimal test 
would therefore compare languages A and B with respect to indexing depths 
I and II. The Cranfield 2 project was deliberately intended to improve on 
Cranfield 1 in such respects, and, as just noted, the CWRU project was 
designed to make such properly controlled comparisons, and indeed included 
subsidiary tests to validate the effectiveness of the controls. Other tests, 
notable examples being several of those on links and roles, attempted 
reasonably careful comparisons. A number of studies, though perhaps not 
involving a high degree of control, included failure analysis. This was done 
by van Oot, for instance, and on a large scale by Lancaster. Failure analysis 
is not part of an experiment proper, but makes a very important contribution 
to the broader study of retrieval system behaviour. 

Some authors indeed comment, like Schuller, on the problem of testing, or 
at least recognize the limitations of their own tests, for example in sample 
size. However some particular methodological inadequacies recur in the tests 
of the period, along with the specific failings of individual tests. These 
defects can be categorized as first those concerned with the propriety of the 
way a real system is being modelled, second those concerned with statistical 
aspects of the tests, and third those of evaluation. 

In the first category the most noticeable deficiency is the wide use of 
'bogus' queries, i.e. queries not put to the system in the ordinary way by its 
users. In Cranfield 1 and tests influenced by it like that of Herner et al., 
source document questions were used, i.e. questions based on and designed 
to retrieve specific documents; and in other tests, like those of Montague and 
Cros et al., synthetic, made-up questions, assumed typical of real ones, were 
used. The results obtained with real and artificial queries may not differ, but 
where this has not been demonstrated, there must be doubts about the 
validity of tests with artificial queries. Some tests, like the subset ones with 
200 documents in Cranfield 2, or Newell and GofTman's, used specifically 
constructed document files, i.e. ones with a high density of related papers. 
Others, like van Oot et al.\ used languages specially constructed for the test 
document set. 

As far as the statistical aspects of testing are concerned, one of the most 
striking features of the tests of the period, taken as a whole, is the small 
number of requests used. For example, Sinnett used 22, Shaw and Rothman 
9, Cohen et al. 14-33, Montague 29, 33 and 10, Melton 12, Spencer 1 
(admittedly not a query in the ordinary sense), Shaw and Rothman 9, and 
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Herner et al., for calculating recall, 10. Document samples were better, but 
were sometimes small: for example Cranfield 2 used 200 documents in many 
experiments, Newell and Goffman 210. 

In the measurement of performance, the most pervasive methodological 
inadequacy is the arbitrary treatment of recall, or at any rate the rather 
particular interpretation given to it, without any awareness of possible bias. 
Newell and Goffman, and Melton, for instance, define decall as the retrieval 
of cited documents, Cranfield \ (Warburton and Cleverdon), 1, and \\ recall 
relative to a source document, the Syntol group recall for automatic abstracts 
relative to manual, and Lancaster recall relative to an independently obtained 
set of relevant documents. In other cases recall is measured relative to the 
pooled output of alternative searches, but then performance for an individual 
language being tested depends on the character of the different pool 
contributions, which may not be strictly comparable. 

Individual tests moreover reveal a variety of other dubious procedures, for 
instance Cohen et al. compare various link/role combinations using different 
numbers of queries, and even in the in many ways model CWRU tests, 
results are lumped together oddly, for example those for different indexing 
languages are combined to provide performance figures for different indexing 
sources. 

Overall, the tests taken together can only support the broadest and most 
tentative conclusions: the variation in data was vast, and the performance 
measures used were not only directly incomparable, for instance where one 
project uses precision another opts for specificity, but incomparable in more 
subtle ways, for example in averaging technique. Moreover, as relative recall 
depends on an 'arbitrary' base, it can give very different results according to 
base: specifically, values will be absolutely higher for languages with a similar 
performance than for those with a different, but complementary, 
performance. 

Automatic indexing tests 

As noted earlier the character of work in automatic indexing was rather 
different from that done on manual indexing. The many theoretical and 
computational problems involved meant that more work had to be put into 
simply establishing the feasibility of procedures and prima facie plausibility 
of results. There were therefore more studies of a non-evaluative kind, and 
fewer evaluative ones. 

This is not the place to review work on automatic indexing in detail. 
Briefly, it was primarily concerned, on the one hand, with statistical methods 
of identifying, by extraction from text, words representing individual 
documents or sets of documents, and on the other with statistical methods of 
recognizing relations between words supplying substitute or additional search 
keys. The work was very much within the framework of post-coordinate 
indexing, and was chiefly devoted to the examination and programming of 
statistical methods. Related research was concentrated on simpler methods 
of keyword selection, for example by text location, as in O'Connor's work22, 
or on the application of statistical techniques in assigning items from a 
manual indexing vocabulary, as in Gotlieb and Kumar's test39. Closely 
related ideas studied were those of term weighting and output ranking. 
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Actual evaluation tests included Dale and Dales's21, designed to examine 
alternative clustering bases for establishing term associations, and similar 
ones conducted by Smart workers29-32, especially Lesk's40, at A. D. 
Little33 '34, by Tague25, and by Dennis27. The Smart workers and Williams 
and Perriens41 also investigated weighting. The Smart tests and Tague's 
included comparisons between automatic and manual indexing. 

These tests were too few and too heterogeneous for systematic comparison 
under headings to be worthwhile. It is sufficient to note that, overall, they 
tended to show rather little difference in performance for the various 
statistical techniques studied, In comparisons with manual indexing, 
generally using simple extracted terms but sometimes, as in some Smart tests, 
thesaurus terms, the general conclusion was that performance is roughly 
comparable. 

Unfortunately these tests were vitiated by even greater methodological 
defects than those associated with manual indexing studies. Dale and Dale, 
for example, used only 4 requests, Smart tests very small document sets, 
sometimes containing less than 100 documents. Dennis' studies are an 
honourable exception since by the standards of the day they were on an 
enormous scale, particularly as far as the document sample was concerned. 
However the request set was typically small, only 6 in one experiment. 
Dennis' test was in many ways typical of the period in mixing valiant 
attempts at control in some directions with serious failures in others, to 
produce a rich but unevenly cooked whole. 

The major non-evaluation tests included, for example, Damerau's of text 
extraction using 7 articles23, Stone and RubinofFs of the collection 
vocabulary28, Borko's extended study of classes obtained by factor analysis24, 
and the A. D. Little study of term association techniques for a very large 
NASA document collection34. Both Damerau and Borko judged their 
automatic indexing results by comparisons with manually selected or grouped 
words. The A. D. Little study in fact included a crude performance test for 
a single search, but evaluation was chiefly simply by inspection of the 
statistical association products. 

A few interesting studies, for example by the Smart Project30 and by 
Melton26, were concerned with non-statistical automatic text analysis 
specifically designed to identify syntactic relations between words. However 
these tended to show similar results to those obtained with manual syntax, 
and the work could in any case not be carried far because of the unresolved 
general problems of linguistic analysis. 

The main emphasis in automatic indexing work was indeed on statistical 
approaches, but even here the retrieval system testing done was much less 
substantial than that done on manual indexing. This is not wholly surprising, 
since the methods had to be worked out before they could be tested. However 
the many difficulties encountered damped the enthusiasm of the early 1960s, 
particularly since the problems of devising and validating statistical methods 
were compounded by the problems of conducting information retrieval tests 
of any kind which were increasingly recognized by research workers. Dennis' 
project was at least as discouraging in showing absolutely poor performance 
for vast work as encouraging for showing that something could be done, and 
only a few projects like those of Sparck Jones and Salton were involved in 
serious statistical indexing and evaluation testing by 1968. 
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Other tests 

Outside the two groups of tests discussed were a few others concerned with 
what we earlier referred to as the retrieval system core: Tague's study of the 
role of question terms in matching relevant documents is an example42. 
Further, supporting the evaluation experiments involving the retrieval 
system core were some non-evaluative studies, usually of an investigative 
rather than experimental character, concerned with such topics as the 
character of indexing vocabularies or properties of document sets. Their 
importance in automatic indexing has already been mentioned: in connection 
with manual indexing such studies as those of Houston and Wall43 and 
Heald44 can be mentioned. 

Round these core tests we can then group studies in other more peripheral 
areas. Among these are two large subgroups, of user studies and bibliometric 
studies. User studies naturally began to appear accompanying the develop­
ment of novel, large, or automated systems in the 1960s, and a great many 
have been carried out. Early studies were mostly based on questionnaires. 
Unfortunately, as such reviewers as Menzel45 and Herner and Herner46 

noted, many of these studies suffered from methodological failings like poor 
sampling or the use of ill-designed questionnaires. Bibliometric studies also 
became popular in the 1960s, boosted by the Science Citation Index, but 
these too often exhibited methodological failings, especially in the assump­
tions made about the propriety of the clustering techniques used. 

Finally, it should be noted that alongside the work discussed so far, which 
was explicitly or implicitly concerned with effectiveness, went studies of 
system efficiency, i.e. cost. Some of the evaluation tests already mentioned, 
like van Oot et al.% included cost analyses, but other studies only of costs 
were carried out in the period (see King47). The development of techniques 
for conducting cost analyses is of course relevant to that of testing in general. 

12.4 Conclusion on 1958-1968 

Looking at the decade 1958-1968 as a whole, it is possible to detect some 
consolidation of actual findings, and some development of testing methods 
and improvement in experimental standards. The main findings were those 
mentioned earlier as conclusions to be drawn from the indexing language 
tests, with the tentative rider from the automatic indexing work that the 
simple indexing found competitive in the manual tests can be provided 
automatically. 

The main findings of the decade were strikingly exemplified by the 
Cranfield 22 '3 and CWRU14 '15 results, and are well expressed by Saracevic's 
comments on the latter. Thus in his conclusion to the CWRU Report14 

Saracevic notes, as overall observations about information retrieval systems, 
the importance of human factors in maintaining adequate performance (a 
comment endorsed by Lancaster in calling for quality control for Medlars12); 
the fact that system performance can nevertheless only reach a middling 
level; and that an inverse relationship holds for getting relevant documents 
and avoiding non-relevant ones. The inverse relation of recall and precision 
was emphasized by Cleverdon, and, as Lancaster and Mills noted48, as there 
is an inverse relation, one should design a system for a particular point along 



Conclusion on 1958-1968 229 

the recall-precision line. These conclusions were endorsed by the multi-
collection tests done in the later part of the decade by the Smart Project. 

Methodologically the Cranfield 2 project showed how informative testing 
required a more systematic breakdown of a retrieval system into its various 
factors than was common earlier. Gross comparisons between distinct 
languages were replaced by a much more detailed study of recall and 
precision devices generating families of languages. The CWRU project was 
similarly directed toward a much more careful treatment of system factors in 
a range of comparative experiments than was generally adopted. However it 
is interesting to note that the attempt to ensure control in CWRU led to new 
difficulties, in this case to a very artificial and perhaps perverted treatment of 
queries, i.e. maintaining constant queries for different languages tended to 
suppress distinctive features of the languages themselves. The same trend is 
well shown in the Smart Project work which by 1968 was well into a very 
large range of detailed studies. In this case the emphasis on automatic systems 
provided not only new opportunities for system design, for example in 
permitting ranked output, but also ones for system testing in the comparative 
ease with which grinding tests over ranges of slightly different variable 
values could be conducted, and in the application of complex measurement 
and statistical evaluation techniques. However the sheer proliferation of 
explicit parameter settings served to bring out not only the increasing 
numbers of runs needed for proper comparative experiments, but the 
difficulties of ensuring a meaningful experimental design. 

The Cranfield 2 and CWRU projects in many ways looked backward, 
seeking to improve on the initial index language tests of the decade. But they 
also, in the challenge implied by the comparative flatness of their findings, 
and in their methodological quality, presented a reference point for the work 
of the next decade. The Smart Project, while sharing this character to some 
extent, is a more genuine pointer to future work in more throroughly 
embracing the possibilities offered by the computer, particularly for 
sophisticated search strategies and non-conventional methods of massaging 
term descriptions, for example by numerical weighting and feedback 
techniques. 

But even these projects suffered, as already indicated, from many 
limitations; and the general character of the testing done in the field during 
the decade is well described by Saracevic: 

4At present real and productive testing of total retrieval systems, taking 
into account and controlling all inside and environmental factors, is not 
feasible and not possible. At present, it seems that generalisable, formal, 
quantified results of high validity and reliability on all or even on the 
majority of factors affecting the performance of retrieval systems cannot 
be attained. 

The reasons are fairly evident. There is an absence of a well-formulated 
theory taking into account all or a majority of the factors operating on 
retrieval systems. There is only an intuitive understanding of objectives of 
retrieval systems—thus, the measures indicative of the achievement of 
objectives are not totally reflective of the real objectives and not 
comprehensive. There is an inadequate knowledge of processes involved 
within or outside the IR systems and, without a thorough understanding of 
processes, comprehensive testing is unattainable. There is a lack of 
standardised methodologies for experimentation, which precludes testing. 
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Most importantly, there is an inadequate understanding of controls in 
experimentation with IR systems and the controls are essential in 
monitoring the factors under consideration and distinctly sorting out the 
factors contributing to the performance. There is a lack of an effort to 
cumulate and synthesise knowledge on IR systems as it exists.' (Ref. 14 
Part II, pp. 183-4) 

In general, therefore, the situation at the end of the first decade of information 
retrieval system testing was that while the test results tended (broadly) to 
agree on what happens in retrieval systems, they did not sufficiently explain 
why it happens. In particular, at the more detailed level, in cases where 
performance differences were observed, these were not always attributable to 
specific system factors or, more importantly, to the interplay between system 
factors. It was thus not at all obvious how systems should be designed to 
perform well, modulo a preference for recall or precision, in particular 
environments, especially outside established frameworks like those repre­
sented by the Medlars system, or for situations and needs clearly resembling 
those of existing systems. It was even less evident how 'optimal', i.e. 
attainably good, performance was to be achieved for a given area of the 
recall-precision spectrum. For while there is a general inverse relationship, 
it does not follow that for a specific value of precision (or recall) one cannot 
establish a better average recall (or precision) than the current one. One 
needs at any rate to know whether the current performance level is a good 
one. Greater understanding was thus the prime need in the next decade's 
testing. 

12.5 The decade 1968-1978 
The testing work of the decade 1968-1978 differs from that of 1958-1968. It 
shows both a shift in the main topics of concern and, especially in laboratory 
work, greater refinement in the attempt to distinguish and control variables. 
The volume of experimental work seems to have been greatest in the earlier 
part of the decade, with a number of projects in particular stimulated by the 
major tests of the previous decade like CWRU's and Cranfield 2. In the latter 
part of the 1970s there has been a noticeable decline in the number of 
laboratory experiments, presumably because the rapid extension of online 
services has been widely, though in some opinions too uncritically, accepted 
as solving all the information user's problems. This development has been 
naturally associated with service investigations and management and cost-
oriented studies. 

Overall, the evaluation tests of the decade fall into five major groups, 
compared with the two of the previous decade, though these five groups do 
perhaps, as we shall see, fall into two very broad classes roughly corresponding 
to the two groups of the previous decade. 

In the early 1970s there were a number of reports on manual index language 
tests of the kind conspicuous in the previous decade; and indeed these 
projects had typically been started in the late 1960s: examples are the tests 
done by Aitchison et al.49 and Olive, Terry and Datta50, and Keen's ISILT 
experiment51'52. Some of the tests involved retrieval using different 
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bibliographic record fields, like titles or abstracts, which were regarded as 
representing different indexing languages, rather than a single language, 
namely natural language, used for indexing from different sources. The 
UKCIS investigation53' 54 illustrates this approach. However somewhat 
greater care was taken in this group of tests in the treatment of such 
dependent variables as indexing exhaustivity than was usually the case in the 
previous decade's tests. 

The second group of tests was indeed concerned with indexing rather than 
with the indexing language used, and particularly with exhaustivity and 
specificity. Thus Schumacher, March and Scheffler's test55, for instance, was 
concerned with the effects of exhaustivity on performance, as was ISILT. 
Tests on indexing language specificity, like Svenonius'56, also fall into this 
category of more detailed studies of single variables. 

The conclusions about the importance of searching reached in some of the 
earlier tests were followed up in a number of studies of searching, which has 
also been a topic of interest to those responsible for online services. Some of 
these studies, like that of Katzer57, were concerned with the form of the 
query in a narrow sense, others like those of the UKCIS group or Leggate et 
al.58, with the properties of user queries, and yet others like those of 
Barraclough et al.59 or Keen's EPSILON test60, with the behaviour of users 
in searching. Tests with broad or narrow question formulations like Aitchison 
et fl/.'s also fall into this group. 

A particular trend of the 1970s has been an interest in weighting and its 
natural corollary, output ranking. In some cases weighting has been 
determined by the properties of individual documents, or of the collection as 
a whole, so the tests really fall under the heading of index language or 
indexing studies; but in other cases weights are associated specifically with 
query terms, representing a posteriori rather than a priori document indexing, 
and weighting here is more properly subsumed under searching and the 
organization of search output, especially by non-boolean matching functions. 
Different tests have to be examined very carefully here to determine their 
true rather than apparent concern: for example document set weights 
calculated at search time for the query terms only are nevertheless logically 
distinct from individual query weights. In fact, though tests with manually 
assigned weights have been carried out, for example by Evans for query 
terms61' 62, most of the work done on weighting has been done in the context 
of automatic indexing. The development of research on weighting in this 
context has, however, paralleled that of work on manual indexing, in that the 
emphasis has increasingly been on the role of weights in searching. Thus the 
most noticeable feature of retrieval research in the 1970s has been the 
experimental work on the general idea of relevance feedback, and on 
relevance weighting in particular, within automatic systems. Research in 
this area was begun by the Smart Project in the 1960s, and is represented by 
a long series of experiments through the decade4' 63~67. Other tests in the 
area have been conducted by Miller68-70, UKCIS—Barker, Veal and 
Wyatt54 '71 , and subsequently Robson and Longman72 '73—Cameron74, and 
Sparck Jones75-77. This approach to searching is particularly interesting in 
being that most conspicuous in the whole area of information retrieval in 
having some solid theoretical underpinning. 

These relevance feedback and weighting techniques are largely statistically 



232 Retrieval system tests 1958-1978 

based, and so are connected with other statistical approaches to retrieval. 
The statistical work of 1968-1978 is in turn linked with that of the earlier 
decade. As noted, much of the automatic indexing research done between 
1958 and 1968 did not progress as far as evaluative performance testing. The 
early 1970s saw reports on statistical term cluster evaluation by Vaswani and 
Cameron78 and Sparck Jones79'80, and recent experiments by Harper and 
van Rijsbergen81 have specifically combined the use of term associations 
with that of relevance weights. Other rather crude methods of non-statistical 
automatic (or in principle automatic) indexing are represented by O'Connor's 
work on passage retrieval82'83 and by Atherton's BOOKS project84. 
Klingbiel and Rinker85 and Evans86 report tests of semi-automatic indexing 
involving some reference to a dictionary or thesaurus. In general statistical 
clustering has proved very disappointing, and the main thrust of statistical 
work has been on the more promising weighting. For the purposes of 
discussion we can therefore consider two groups of tests: those on automatic 
and especially statistical indexing not involving relevance information, and 
those on relevance feedback and weighting. 

Some of the language, indexing, and searching tests were carried out in the 
context of operation services, for example by Aitchison et a/., Barker et al., 
Olive et al. and, recently, Cleverdon87. There have also been more restricted 
investigations, rather than experiments proper, relating to services, such as 
those carried out by Rowlands88, Lancaster, Rapport and Kiffin Penry89, 
Leggate et al., Hansen90, Simkins91, and Pollitt92. Such operational tests 
were often concerned, and perhaps more than those of the previous decade, 
with cost efficiency as well as performance effectiveness, and some studies, 
like that of Katzer57, have been wholly devoted to costs. The increasing 
volume of information and development of information services have also 
been matched by a corresponding growth of user studies, data base coverage 
investigations, and so on. There have also been many bibliometric studies, 
some of a very academic character. 

Overall during this period we can detect two major strands in testing, 
reflecting an increasing divergence between the concerns of operational 
system managers and those of research workers. Projects under the first head 
concentrated initially on indexing languages and then on the related topics 
of indexing and searching. Research workers have also concentrated 
increasingly on searching, as in the relevance weighting experiments, but 
within the framework of theoretical approaches implying sophisticated 
procedures like output ranking. It is therefore paradoxical that some research 
findings which appear particularly suited to modern computer systems should 
have made no impact on the operational scene. 

From a more intellectual point of view it will be evident that we can 
combine the five topic groups listed to form two broader groups of test which 
in fact continue the previous decade's interests in manual and automatic 
systems respectively. Thus the work on index languages, on indexing, and on 
user searching strategies is all oriented towards manual systems or the human 
elements of automatic systems. The work on statistical or other 'mechanical' 
forms of indexing, and on statistical and 'mechanical' techniques for query 
modification, on the other hand, is a continuation of the automatic indexing 
research of the 1960s. In what follows, these two broad groupings should be 
borne in mind, though the detailed discussion is more conveniently and, 
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from the point of view of test evaluation usefully, organized by the five 
specific topics. 

The work of 1968-1978 is more variegated than that of the previous 
decade, and it is less easy to describe in a tidy way. Concrete comparisons 
between tests are more difficult to make, and comprehensive generalizations 
about groups of tests cannot always be provided. In some groups no tests 
stand out as especially important; however for the decade as a whole we can 
single out the tests or sets of tests done by Aitchison et al.49, Keen51'52, 
Vaswani and Cameron78, Miller68"70, UKCIS53 '54 ' 71~73, and perhaps 
Sparck Jones75-77 '79 '80 ' 93~95 as significant in terms of scope, conduct or 
result. Some tests, like Aitchison et a/.'s and Keen's, resembled Cranfield 2 
in touching on a wide range of questions. The Smart Project work as a whole 
is very important4- 63~66' 96"98. 

Turning now to individual tests, or more particularly experiments, both 
important and representative, the question is what changes and developments 
are detectable in their objectives, forms, and results. As in the discussion of 
the work of the decade 1958-1968, the tests will be considered first from the 
substantive, and then from the methodological points of view; but in this 
case all five groups will be treated substantively before methodological 
questions are considered. 

Index language tests 

The tests in the first group were focused on comparisons between different 
indexing languages. This group is exemplified by Jahoda and Stursa's test99, 
Cleverdon's three tests87 '100 '101, and those of Aitchison et al.49, Barker et 
a/.53'54, Olive et al.50, and Keen51'52. Jahoda and Stursa compared single 
subject access with a KWIC index, Cleverdon controlled thesaurus-type 
languages with natural language, Keen's ISILT several controlled languages 
and natural language, Aitchison et al. and Barker et al. chiefly different 
natural language texts like titles and abstracts. Smart Project experiments 
included manual controlled versus automatic natural language comparisons 
in the Medlars tests4, and Miller, in working on searching, tested controlled 
MeSH versus natural language68,69; Evans compared manually and 
automatically assigned thesaurus terms86, and Klingbiel and Rinker manual 
and semi-automatic natural language indexing85. Keen's printed subject 
investigation, EPSILON, can also be regarded, though the emphasis is on 
searching, as partly a language test60. 

The most conspicuous feature of these tests is the inclusion of natural 
language; index language tests in the previous decade were typically confined 
to different forms of controlled language. The inclusion of natural language, 
represented either by manually-selected keywords or by automatically-
searchable titles or abstracts, must be seen as responding in part to the 
findings of earlier projects like Cranfield 2 (this was indeed explicitly the case 
in, for example, Aitchison et al.'s test), and in part to the increasing use of 
machine files for which title searching in particular is especially appropriate. 
The cost of using a controlled language with very large files, whether for 
indexing or searching, must be a contributing factor too. Some of the tests, 
like Cleverdon's DOAE test100, and Keen's, explicitly covered dependent 
variables like indexing exhaustivity, and Aitchison et al. included question 
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formulation breadth as a secondary variable. In general the language tests 
were concerned with post-coordinate systems, though it has to be recognized 
that many thesauri include compound terms and so allow a kind of hybrid 
pre- and post-coordinate indexing. Keen's ISILT test included pre-coordinate 
languages, and the printed subject indexes of EPSILON embody pre-
coordination. The most ambitious test of a thorough pre-coordinate system 
is represented by Yates-Mercer's non-comparative evaluation of Farradane's 
relational indexing102. It is noteworthy that classifications figured much less 
largely in the tests of this decade than in those of the previous one. 

The motivation for these tests was generally the straightforward one of 
simply comparing the languages concerned, or perhaps of evaluating natural 
language compared with a given controlled language. The underlying 
assumption tended to be either that the different languages behave much the 
same, or more particularly, that natural language is competitive, as in Salton's 
Medlars test, for example. Yates-Mercer's investigation is thus noteworthy 
in that it was explicitly aimed, in contrast, at justifying a very sophisticated 
relational approach. Of course in all these tests, as in those of the previous 
decade, the implicit assumption is that the indexing language used in a 
retrieval system is important. 

In form these tests tended to follow by now standard practice, though with 
rather more emphasis on real user requests, with evaluation ordinarily by 
precision and recall or, for the larger document sets, relative recall. Aitchison 
et al.'s and Keen's tests used exhaustive recall, but the majority of the tests 
were restricted to recall relative to collection subsets. The collections used 
tended, as before, to be rather small: only Barker et al. used more than 100 
requests. However they, Miller, Olive et al. and Cleverdon87 all used large 
document sets represented by regular service files. The numbers are not 
always given, but Miller, for example, searched some 210 000 documents. 

With respect to the test results, again considering broadly comparable tests 
in terms of both objective and conduct, the specific findings as before show 
very different values for precision and recall, again not surprisingly for 
relative recall. Thus individual project ranges for precision were from 12 to 
15 per cent for Miller (my calculation from his thesis68), from 27 to 51 per 
cent for Cleverdon (calculated by extrapolation101), from 46.3 to 89.9 per 
cent for Klingbiel and Rinker, and from 38.8 to 66.0 per cent for Barker et 
al.; for relative recall from 30-52 per cent for Cleverdon, 51-64 per cent for 
Miller, 49.2-73.3 per cent for Klingbiel and Rinker, to 56.4-95.7 per cent for 
Barker et al., with absolute recall ranging from approximately 4-28 per cent 
for Aitchison et al. to 57.9-92.3 per cent for Keen. For this group as a whole 
precision ranged from 12 per cent (Miller) to 66.0 per cent (Barker et al), and 
absolute recall from about 3 per cent (Aitchison) to 100 per cent (Keen). 
Other measures, like the numbers of non-relevant documents retrieved used 
by Keen, ranged from medians of 8.6 to 24.4. These are figures for simple sets 
of retrieved documents. A significant feature of the work of this period was 
the use of ranked output, for which performance representations may be 
obtained, with the document cutoff methods used by Aitchison et al, for 
example, or the recall cutoff techniques used by the Smart Project. Graph 
comparison presents many problems; it may therefore simply be noted that, 
for the same calculation methods, large and presumably significant 
differences between graphs appear in Aitchison et al, for instance. Thus in 
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their set of experiments, in one specific comparison on co-ordination 
matching (Ref. 49, Figure 1.39), one performance graph ranges from recall 27 
and precision 6 to recall 1 and precision 33, while another, far away, ranges 
from recall 81 and precision 4 to recall 2 and precision 100, both having the 
characteristic sagging shape. This is an enclosed area difference of several 
hundred per cent. There are also considerable differences in the relative 
locations of graphs for different projects. Thus by comparison with the 
Aitchison et al graphs just mentioned, Cleverdon101 gives co-ordination 
matching figures generating graphs for recall 99 with precision 34 to recall 10 
and precision 97, without sag. 

In interpreting their findings the authors of the various projects tended to 
conclude that, other things being equal, different languages perform much 
the same. Controlled languages are perhaps slightly superior, but natural 
language is very competitive; Klingbiel and Rinker specifically found that 
machine-aided indexing could be very successful. The more specific 
conclusion drawn was that, especially where costs are concerned, natural 
language, and particularly automatically scanned text, is a good bargain, 
though absolute performance is not striking. However the results obtained by 
Yates-Mercer for a non-trivial document set, namely recall of 76 per cent 
with precision of 77 per cent, apparently show that a much higher level of 
performance is attainable than that generally achieved in the comparative 
tests, or in service investigations like Lancaster et al.'s (relative recall 48.0 
per cent, precision 59.3 per cent)89. Collectively, the implications of these 
tests are those of the comparable tests of 1958-1968, namely that, where 
dependent variables like exhaustivity are controlled, languages behave 
similarly, and it is the other factors like exhaustivity and searching which are 
much more important; languages matter only in relation to the system's 
specific recall or precision performance objectives. The inverse relation 
between recall and precision is again quite clear. 

Indexing tests 

The studies of indexing were, as noted, especially concerned with exhaustiv­
ity: see, for example, Cleverdon100, Keen5 1 , 5 2 , and Schumacher et al.55, and 
also Sparck Jones94. The general style of these tests was very like that of the 
language studies just described, and indeed the two were often closely 
connected as, for example, in Cleverdon and Keen. Schumacher et al.'s 
experiment tested description exhaustivity over an exceptionally wide range, 
his specific aim being to investigate the use of progressively longer sources 
for controlled indexing, from titles, through abstracts, to the body of the text, 
the sources being associated with increasing exhaustivity of index description. 
The topic well illustrates the difficulties of testing since the use of different 
sources to provide descriptions of differing exhaustivity may also introduce 
quality variations. Schumacher et al.'s test is open to this criticism, as are 
Aitchison et al.'s49 and Barker et. a/. 's53 '54 studies of the use of different text 
descriptions in machine searching, which may be viewed as exhaustivity 
tests. Cleverdon, Keen, and Sparck Jones, for example, were more careful to 
test for indexing from the same source. In form the tests were like those of the 
main group, most using rather small data: Schumacher used 99 requests and 
984 documents, for instance; but they differ too much in their detailed 
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conduct for systematic comparisons. However taken together the results 
show that large differences of exhaustivity do affect performance, typically 
trading recall for precision. Schumacher et ar/.'s findings (assuming constant 
indexing quality) show this very clearly: with increasing exhaustivity he 
obtained a substantial gain in recall, with a gradual, though not enormous, 
decline in precision. Thus recall relative to the full text relevant retrieved 
progressed from 25 per cent for titles to 72 per cent for titles plus abstracts, 
contents lists and author keys, while precision dropped from 65 to 56 per 
cent. Keen found recall rose from 74.7 to 85.8 per cent, but for an increase in 
median non-relevant retrieved from 18.9 to 24.4, for controlled language 
document indexing on two levels of exhaustivity. Cleverdon found that for 
varying natural language exhaustivity for both requests and documents, 
performance ranged from 70.5 per cent recall (relative to an independent 
sample) and 32.2 per cent precision to 80.6 per cent recall and 18.1 per cent 
precision. However, as Sparck Jones suggests, small differences are not 
important and exhaustivity in document indexing can be consciously 
counterbalanced by the treatment of requests. This is indeed implicit in the 
use of extended profiles for title searching in operational services. Cleverdon's 
results also suggest the possibility of trade-offs, as do Aitchison et a/.'s tests 
of different query formulations, broad, medium or narrow. 

Searching tests 
The evaluation tests on searching include some of the most interesting of the 
decade. It is, however, difficult to give a coherent account of them, since the 
whole searching subcomponent of a retrieval system is an extremely 
complicated one, and one which is not well understood, and the different 
tests done have been scattered over the large area of searching as a whole. 

Searching refers both to the entire interaction between a user seeking 
documents relevant to a need from a document file, and to any particular 
expression of this need used to scan some or all of the file. The latter includes 
the treatment of individual terms and that of the logical structure of the 
query, and the complex relationship between the two. This is not the place 
for a detailed discussion of searching, and in the summary account which 
follows its different aspects will be referred to very crudely. For this purpose 
we will therefore simply use the term 'strategy' for the searching process for 
a query as a whole, 'specification' for any individual matching prescription, 
'logic' for the formal structure of such a prescription, and 'formulation' for 
the broad or narrow scope of a specification. With respect to logic, the great 
majority of experiments and investigations have, following operational 
practice, been concerned with boolean queries, and hence with the 
measurement of performance for simple sets of retrieved documents. 
However the idea of subsearches (especially broadening a search) naturally 
allows for an ordering of output, and some approaches to indexing, notably 
those involving weighting, can only be properly, or at any rate sensibly, 
interpreted as generating a ranked, i.e. ordered output. (It should be 
emphasized that this has nothing to do with the representation of Boolean 
structure by weights, which is merely a matter of notation.) The Cranfield 2 
experiments provided an ordered output, and as noted earlier, it became 
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common in the 1970s, for unweighted as well as weighted searching. It is 
customary in Smart, for example. 

Unfortunately, proper comparative experiments in searching present 
many problems. As Keen notes in describing EPSILON103, and discusses 
more fully in Chapter 8 in this volume, the difficulties of designing and 
conducting satisfactory experiments in manual searching are very great; and 
Barraclough et a/.'s study of users' search behaviour59, for example, was a 
very simple observational one. It is also not clear how radically different 
logics, like boolean and ranking ones, should be compared: indeed Evans61*62 

asks whether such comparisons are meaningful (see also Chapter 14 in this 
volume). It should be noted too, that evaluating recall for very different 
strategies using pooled output may introduce dangerous biases. 

The searching tests done between 1968 and 1978 were chiefly concerned on 
the one hand with search logics, and on the other with searcher behaviour, 
in both cases in operational environments. The many experiments on query 
modification by relevance feedback, like those carried out by the Smart 
Project are, as mentioned earlier, more naturally considered under the 
heading of automatic indexing, since the role of the user in detailed decision 
making in query modification is very limited, and numerical calculations of 
a kind justifying a computer are ordinarily involved in the searching. 

At the detailed level of objective, form and result, the tests on manual 
searching have rather little in common, not surprisingly considering the 
complexity of the topic. Both systematic comparisons and generalizations 
about them can therefore only be limited. The tests on search logics included 
Evans61'62 and Miller's68-70 experiments, and also Katzer's cost-oriented 
investigation57. Some of Aitchison et a/.'s work49 is also relevant, as is that 
of Cleverdon101. Studies of searcher behaviour were carried out during the 
period by Barber, Barraclough and Gray104 and Barraclough et al.59, Olive 
et a/.'s test comparing manual scanning for SDI with automated searching 
was a 'semi' search test50; and service studies like Lancaster, et al.89, Leggate 
et al.58, and the UKCIS investigation53'54 involved examination of search 
specifications and searching. 

The focus of Evans' experiment (see Chapter 14 in this volume) was to 
compare a range of different term or term group weighting schemes involving 
ranked output, and also boolean specifications, of Miller's to compare the use 
of weights (in fact relevance weights) with boolean searches, of Katzer's to 
compare 'grades' of boolean logic, specifically for cost. Cleverdon compared 
boolean searching with co-ordination ordering, and Aitchison et al. indirectly 
compared boolean and co-ordination-ordered searching, and also different 
query formulations (which they called strategies), broad, medium and 
narrow. Olive et al. compared automatic scanning with human for current 
awareness, Barber et al. users and experts as searchers. Barraclough et al. 
simply observed user behaviour in searching online, and the other 
investigative projects like the UKCIS one just noted features of searches. 

The motivation for the comparative tests in the first group was to evaulate 
the less restrictive, especially weighting, schemes, that of the second group 
the simpler, less expensive approaches, like automatic searching in Olive et 
fl/.'s study, having the user rather than an expert search in Barber et a/.'s test. 
The common assumption was that the simpler approaches were adequate. 

In form the tests followed the general pattern, the main feature of interest 
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being the large document sets used, for example Olive et a/.'s of 12 765. 
Recall and precision evaluation with retrieved sets was usual, even for Miller, 
who applied a threshold to the ordered weighted output. However Evans and 
Aitchison et al. evaluated over rankings. 

The findings for the search logic tests were competitive and even superior 
performance for the ordering methods. For example, Evans found relative 
recall for ordering methods at a cutoff of 25 ranged from 45.2 to 49.6 per cent, 
compared with that for weighted boolean matching of 40.8 per cent, while an 
alternative method of comparison found the ordering strategies and simple 
boolean searching similar. Miller had precision of 17 per cent and relative 
recall of 46 per cent for boolean compared with 15 and 64 per cent for cutoff 
ordering. Cleverdon had boolean performance for different languages ranging 
from 27 to 51 per cent precision for 52-30 per cent recall (by external 
sample), with non-boolean at a middling co-ordination level ranging from 69 
to 68 per cent precision for 25-39 per cent recall. It is interesting to note the 
very low recall levels of Aitchison et al.'s boolean searches. It is also of 
interest that Barraclough et al.'s Medusa observations show users most often 
starting with narrow searches and broadening them, effectively following the 
co-ordination strategy of Cranfield 2. Aitchison et a/.'s comparisons of 
formulations show large performance differences, but these are in part due to 
variations in document indexing exhaustivity. For example Aitchison et al.'s 
searches ranged from 28-67 per cent precision with 50-11 per cent recall for 
broad formulations to 50-75 per cent precision with 9-4 per cent recall for 
narrow, though graph comparisons show rather smaller differences. The 
findings for the user studies show the competing alternatives very similar, for 
example performance for users and experts respectively in Barber et a/.'s test. 
The authors generally interpret the findings as showing that the various 
simpler approaches advocated are justified. The more general implication of 
the tests, taken together, is that different strategies of the same general type 
produce very similar results, and even that strategies of quite different types 
may do so. However the tests all support the proposition that it is worth 
taking some trouble about the search specification: the 'simpler' approaches 
tested were by no means crude. 

The tests so far mentioned dealt with systems which were wholly or 
essentially manual, i.e. the document indexing might be manual and the 
request indexing certainly was, even if the searching process was executed 
mechanically. Thus in systems with automatic scanning of titles or abstracts, 
like those discussed by the UKCIS workers, the real work was done by the 
manually constructed profiles. Automatic systems at their most exigent, like 
those studied by Smart, involve automatic indexing of documents and of 
requests, represented by initial user need statement texts, or at least 
substantial automatic modification of given manually-constructed document 
and request descriptions. The phrase 'automatic indexing', while loosely 
applicable to automatic scanning, is more properly applied to more extensive 
automatic processing, which in the 1970s was focused largely on the treatment 
of requests, compared with the earlier concern with document indexing. 

Automatic indexing tests 

As noted, the work on automatic indexing and searching of the 1970s was 



The decade 1968-1978 239 

devoted to much more thorough performance evaluation than that of the 
previous decade. A significant feature of the generally statistical approaches 
adopted has been the idea of relative rather than absolute merit, whether in 
the characterization of individual documents, of a collection, of requests, or 
of document-query matches. Manual indexing tends to involve an all or 
nothing approach to indexing and retrieval. Numerical measures of merit 
can of course be used with a threshold to select items in indexing or searching, 
but more power, because more discrimination, is involved in the general idea 
of weighting; and as indicated earlier, a good deal of the theoretical work in 
information retrieval in this decade has been concerned with the notion of 
ranking determined by probability. 

Evaluation tests on automatic indexing and searching were chiefly devoted 
to statistical methods, not simply in the absence of non-statistical techniques, 
but with the support of the theories justifying statistical approaches to 
indexing and matching. The tests have included ones on individual document 
index term weighting, though not selection, on vocabulary selection and 
weighting, on term clustering and document clustering, and on query term 
selection and weighting. A number of projects have carried out experiments 
on more than one of these: the Smart Project work in this decade in particular 
has included tests in all of these areas4' 63~66' 96-98 Sparck Jones has been 
concerned with vocabulary selection and weighting, term clustering75-

77,79, so, 93-95? a n ( i query weighting, and van Rijsbergen with term clustering, 
document clustering, and query weighting81'105-107. 

Automatic methods not using relevance information 

To consider work on automatic methods other than those involving relevance 
information first. There has been no evaluation testing of methods for the 
direct selection of terms for documents along the lines of Damerau's earlier 
investigation, though Evans tested indexing by automatic assignment of 
manual thesaurus terms86. Simple weighting by within-document term 
frequencies has been studied by the Smart Project96' 97. More attention has 
been devoted to the treatment of the collection vocabulary, as in Salton's use 
of discrimination functions to select and weight vocabulary terms96, 97, or 
the use by Salton96' 97 and Sparck Jones93' 95 of inverse document frequency 
weights. A whole range of tests with term clusters, used either to define 
classes of substitute terms or sets of additional terms was carried out by 
Vaswani and Cameron78 and by Sparck Jones80' 95, and a more restricted 
test by Cagan108. Smart Project tests on term clustering during the decade 
have been rather restricted ones with modified manual thesauri and 
'statistical phrases'65' 97' 98. Document clustering has been studied by the 
Smart workers63 and by van Rijsbergen105-107. 

The focus, motivation and assumptions of these tests were very much 
those of the previous decade. The general aim has been to demonstrate the 
value of statistical selection, weighting and classification techniques for 
retrieval, mostly by comparison with their absence, but sometimes, as in 
some Smart tests, by comparison with manual alternatives. More specific 
concerns have been to evaluate competing statistical methods for providing 
a given device, for example approaches to term classification in Vaswani and 
Cameron's and Sparck Jones' experiments, and to term weighting in many 
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Smart tests. It is worth noticing that the statistical techniques have been 
increasingly seen as means for improving any natural language input, rather 
than as tools for totally automatic as opposed to manual indexing and 
searching. Thus the motivation for weighting experiments has often been to 
show that simple natural language keyword indexing, regarded as itself 
having been shown to be competitive with controlled language indexing, can 
be improved by the application of devices using statistical information. 
Throughout the assumption has been that statistical techniques pick up or 
effectively exploit information neglected or inadequately handled by the 
human indexer or searcher. 

The form of these experiments is well illustrated by Smart ones. They were 
generally characterized by small request and document sets (very often the 
test collections of earlier projects like Cranfield 2), and in evaluation by the 
use of recall and precision graphs for their ordered search output. The fact 
that recall/precision graphs may be obtained by different techniques must be 
emphasized, as this may explain large apparent differences between projects. 
Van Rijsbergen has utilized a measure of effectiveness combining recall and 
precision. Cagan used logical rather than real recall and precision. Evans' 
test was of a conventional kind using boolean profiles, and rather larger 
document sets than the studies of fully-automatic methods. 

Overall, the results of the different tests have been very similar. The 
detailed findings show considerable variation in performance for the different 
options tested in the more extensive comparisons like those made by Vaswani 
and Cameron, Sparck Jones, and the Smart Project. Unfortunately, the fact 
that the recall/precision graphs produced were obtained by different 
techniques means that specific comparisons between projects are impossible, 
and even comparisons between the relative ranges of performance have to be 
made with caution. Moreover Sparck Jones and Salton each conducted such 
large series of tests that it is very difficult to describe them briefly. We may 
therefore simply note that for vocabulary selection and weighting both Salton 
and Sparck Jones found performance differences with recall/precision graphs 
ranging from 5 to 20 per cent, which were usually also improvements over 
simple term matching graphs. For term classification Vaswani and Cameron, 
using cutoff ranked output, found classification methods ranging from 16.4 
to 21.3 per cent precision with 37.3-49.1 per cent relative recall, compared 
with 21.4 and 49.1 per cent for keywords alone; the Smart Project's test with 
classes and phrases show small performance graph differences and improve­
ments; Sparck Jones found variations of as much as several hundred per cent 
between best and worst classification graphs. Evans found that automatic 
assignment with a well-organized thesaurus could provide quite competitive 
performance. Van Rijsbergen for document clustering found small improve­
ments for clusters at the best end of the performance range, representing 
gains in precision but loss of recall; these were rather better results than those 
obtained by Smart. A noticeable feature of the tests is that among the better 
performance options, similar performance may be obtained by a variety of 
approaches. Collectively the authors concerned interpreted their findings as 
showing that vocabulary weighting is more effective than selection or 
clustering. Selection may impact recall (a point concealed in the Smart type 
of performance representation), and is no better than weighting, and both 
Smart workers and Sparck Jones have found inverse document frequency 
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(i.e. collection frequency) weighting of some utility. However neither 
Vaswani and Cameron nor Sparck Jones, in substantial series of experiments, 
could obtain real performance improvements with clustered rather than 
unclustered terms. Cagan found clustering useful, but in a highly eccentric 
test. In document clustering, precision can be maintained, but recall suffers. 
Taken together, the tests would imply that simple statistical techniques are 
as good as more elaborate ones, but even then yield only modest performance 
improvements. The main inference to be drawn from the tests was that 
vocabulary distribution properties may be important for retrieval: for 
example Sparck Jones found clustering rare terms far more useful than 
clustering common ones. This observation contributed to the work on 
weighting. 

Automatic methods using relevance information 

The final group of tests to be considered are those concerned with relevance 
feedback and weighting. The automatic indexing methods discussed so far 
are based on information about the occurrences and co-occurrences of terms 
in any documents. The use of more specific information about term 
occurrences and co-occurrences in relevant documents leads to the relevance 
feedback and relevance weighting schemes which have been especially 
important in the research work of the decade. The Smart Project's early 
tests4' 63 ' 64 ' especially those of Ide109, concentrated on feedback methods 
for adding terms to, or removing them from, queries; later experiments65' 66 

were concerned with relevance or 'precision' weighting. Sparck Jones has 
carried out a series of experiments with relevance weights75-77 ' 95, as have 
Harper and van Rijsbergen81. In an operational context, Miller68-70, the 
UKCIS staff (Barker^ a/.54 '71 and subsequently Robson and Longman72 ,73) 
have studied relevance-controlled query expansion or weighting schemes. 
Cameron's approach was rather different, clustering documents using 
relevance information74. 

The character of these experiments has been very like that of other 
automatic indexing tests. Thus the focus of the tests has been a comparative 
evaluation of searching with and without relevance information. The context 
has nearly always been that of natural language indexing, though Miller 
applied relevance weights to MeSH terms. The motivation has been to 
demonstrate the value of statistical methods of indexing utilizing relevance 
information. An additional motivation in laboratory tests like those of 
Robertson and Sparck Jones75 or Harper and van Rijsbergen has been to 
validate a formal theory; while in the service studies like the UKCIS ones, 
the statistical feedback techniques have been seen as devices assisting the 
user in reducing the effort of profile preparation. 

In form the experiments follow the mainstream pattern with recall and 
precision evaluation, but with output ordering in the laboratory tests where 
the operational tests have concentrated on comparisons with boolean 
performance. It is of interest that in this group of experiments quite large test 
collections were used, not only in operational tests like Miller's, but in some 
laboratory tests: thus Cameron used some 12 000 documents (though few 
requests), and Sparck Jones over 27 000 documents. 
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The results of these tests are some of the most striking of the decade. There 
are again large variations in the different tests, for example for different 
weighting formulae; and there are also, making due allowance for different 
performance representation methods, quite wide variations between tests. 
But the findings for relevance weighting in particular show large improve­
ments in performance in the recall/precision graphs for weighted compared 
with unweighted searching. Considering the specific findings, Smart findings 
for relevance feedback adding or deleting terms show comparative 
performance graph differences of 5-15 per cent, Barker et a/.'s user-modified 
profiles exploiting relevance information show gains in relative recall of 10-
30 per cent for no loss of precision. Robson and Longman's complicated tests 
for producing profiles via relevance weighting showed automatic profile 
performance ranging from 25.6 per cent precision and 61.3 per cent relative 
recall or 36.5 per cent precision and 76.3 per cent relative recall compared 
with manual results of 31.0 per cent precision and 82.1 per cent recall or 39.9 
per cent precision and 87.9 per cent recall, for different categories of profile. 
The experiments weighting given query term lists show a wide range of 
differences: Miller's cutoff weighting output gave 15 per cent precision and 
64 per cent relative recall compared with unweighted boolean 17 per cent 
precisions and 46 per cent recall (by my calculation). The Smart Project and 
Sparck Jones show graph differences ranging from about 5 per cent to several 
hundred per cent: Sparck Jones' weighting differences ranged from 50 per 
cent to some hundred per cent, compared with unweighted performance, 
though these particular findings, like any others, may be partly attributable 
to the performance representation methods used. Cameron's experiment in 
this area showed a gain in recall from 44.3 per cent to 60.6 per cent, for a 
decline in precision of 60.7 per cent to 41.0 per cent. 

The predominantly favourable findings have naturally been interpreted as 
demonstrating the value of the various statistically-based techniques for 
utilizing relevance information, particularly as in some cases weighting 
improves on already competitive or good performance. Thus Miller's test 
shows statistical weighting competitive with standard Medlars boolean 
searching, and the Smart workers and Sparck Jones claim that their 
substantial series of tests show that relevance feedback and weighting are 
useful. In the operational context the UKCIS workers note that the automatic 
weighting methods do effectively reduce user effort. 

Certainly the implication of these tests would appear to be that using 
relevance information, possibly in the particular, theory-motivated way 
advocated by Robertson and Sparck Jones and van Rijsbergen110, is a helpful 
approach to retrieval. 

A small amount of work has been done on non-statistical automatic 
indexing, for example by O'Connor82'83 and (pseudo-automatically) by 
Atherton84. Both of these studies are of interest in concentrating on neglected 
areas of retrieval, namely of passages and monographs respectively. 
O'Connor shows simple proximity or rudimentary syntactic strategies 
effective, Atherton crude significant location utilization procedures. Klingbiel 
and Rinker's interesting test85, mentioned earlier, was of machine-aided 
indexing utilizing elementary parsing and a dictionary; the findings showed 
performance could compete very successfully with manual indexing. The 
project is an exception to the general trends of the period, linking recent 
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document retrieval research with much earlier work and with current 
research on non-bibliographic databases. 

12.6 Conclusion on 1968-1978 

Overall, when we look at the evaluation tests of the decade from a substantive 
point of view, we can see on the one hand a rounding out of the work done in 
the previous decade, and on the other one possible line of non-conventional 
performance improvement. The experiments as a whole show simple 
indexing as good as sophisticated as far as the language is concerned, with 
the actual treatment of the query more important as a determiner of 
performance than anything else, and performance in any case very difficult 
to raise above a broad 50 per cent precision-50 per cent recall level. It 
appears, more specifically, that the requirement to be met to reach this level, 
is that of adequate exhaustivity of indexing, primarily of the query (unless 
the user's only concern is with precision). The relevance weighting techniques 
studied during the decade may not raise performance above the middling 
level apparently at best attainable in practice, but they may provide a very 
helpful and cheap way of raising performance from the lower levels likely to 
be actually attained in practice. It is however the case that the substantive 
remarks that can be made about the results obtained between 1968 and 1978 
are, like those of the previous decade, very general, and the more novel ones 
are rather tentative. 

Methodologically, the tests taken together show some improvement over 
those of the previous decade's, but regrettably not enough. A particular 
contribution has been made by the use of individual test collections by more 
than one project, and of several collections by individual projects. In the first 
case the Cranfield 2 data especially have been widely used, but other test 
collections like Keen's ISILT one and a UKCIS one have also been utilized 
by more than one project. This does not of course mean that any defects of 
the data as created are removed, but at least the results of one project can be 
related to others, and equally, particular results supported by related tests, 
including those involving different methods of performance representation. 
The Smart Project was a pioneer of multi-collection tests, and the importance 
alike of those tests showing different results for different collections and those 
showing the same result for different collections, cannot be overestimated. 
Sparck Jones has also used a range of increasingly large test collections in 
laboratory experiments. 

As noted earlier, a good many of the tests of the decade exhibited more 
careful control of both primary and secondary variables, and a concern with 
the validity of findings which has led to a wider application of statistical 
significance tests, as for example by the Smart Project and by Keen. (It must 
nevertheless be admitted that the basis for applying significance tests to 
retrieval results is not well established, and it should also be noted that 
statistically significant performance differences may be too small to be of 
much operational interest.) 

Unfortunately, the tests of 1968-1978 still show many methodological 
deficiencies. Thus it is to be regretted that in Yates-Mercer's test of relational 
indexing indexers and searchers were not sufficiently independent; tests like 
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Schumacher et al.'s did not, as noted, distinguish closely related factors like 
indexing source and quality and index description source and quality, and 
Svenonius' experiment suffered from similar defects. In evaluation, Cleverdon 
indulged in some not very well justified performance extrapolation. In a good 
many tests it is difficult to attribute any significance to the absolute values of 
relative recall obtained, and indeed, as noted in connection with searching, 
perhaps to comparative values. 

The most welcome feature of the decade has been the increase in test 
collection size, though reports of operational tests in particular tend not to 
indicate precise size. There are nevertheless far too many tests using quite 
small document sets and, much more importantly, small numbers of requests. 
For example Miller used only 25 requests, Cleverdon has often used less than 
20, Katzer used 18, and Cameron 12. It is very doubtful whether the smaller 
sets produce results which can be regarded as more than suggestive for other 
contexts. The largest request sets used were UKCIS' 193 and Leggate's 160. 
It is particularly regrettable that the many Smart Project tests have typically 
used small collections, in recent years three consisting of some 25 requests 
and 450 documents each. Several studies, like UKCIS', have unfortunately 
also used different sizes of request set in individual, closely related 
experiments. 

To complete the detailed discussion, we may note that as in the previous 
decade, the main body of evaluation tests on retrieval system core factors 
discussed so far was surrounded by other studies of different types. These 
have also followed the changing trends of the decade. Non-evaluation studies 
in the core area include a number, especially in the earlier part of the decade, 
in the area of automatic indexing, like those of Artandi and Wolf11!, Carroll 
and RoellofTs112, Williams113, Harter114' 115, and Field116, all concerned 
with terms, and of Litofsky117 and Schiminovich118 on document clustering. 
They all claimed some degree of plausibility or merit in the devices studied. 
Outside the five groups discussed, or at least on a higher and more 
comprehensive level, have been service oriented tests and studies like those 
of Rowlands on SDI88, Hansen on Chemical Abstracts costs90, and Simkins91 

and Pollitt92 comparing services for particular user communities. Investiga­
tions like those of Lancaster, et al.89 and Leggate et a/.58, briefly mentioned 
earlier in connection with searching, really fall into this category. These 
studies naturally reflect consumer interest in the increasing range of 
competing services but incidentally, as is shown by Pollitt's study, provide 
valuable raw data. In the more peripheral areas there have again been many 
studies of users, and a whole range of bibliometric investigations, for example 
of citation patterns. There has also been an increasing interest in data base 
coverage and overlap. 

12.7 The outcome of 20 years' testing 

What conclusions can be drawn about the state of information retrieval 
research from such a survey? More specifically, what progress has been made 
over the last 20 years in obtaining substantively valuable results from 
methodologically sound experiments? 
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Overall, the impression must be of how comparatively little the non-
negligible amount of work done has told us about the real nature of retrieval 
systems. Of course, compared with areas like biological research, the number 
of tests has been extremely small; and a point brought out by the survey is 
how few really serious tests there have been. In his 1970 review of evaluation 
tests Cleverdon119 includes perhaps a couple of dozen tests; and as the 
present chapter suggests, the number would not be more than doubled 10 
years later. One might nevertheless suppose that enough experimental and 
investigative work had been done to provide some concrete information 
about retrieval systems. Yet the most striking feature of the test history of the 
past two decades is its lack of consolidation. It is true that some very broad 
generalizations have been endorsed by successive tests: for example that 
performance is pretty middling, or that different languages perform the 
same; but there has been a real failure at the detailed level to build one test 
on another. As a result there are no explanations for these generalizations, 
and hence no means of knowing whether improved systems could be 
designed. 

It is of course unreasonable to expect a high degree of consistency in the 
conduct of experiments: this would presuppose a framework for system 
characterization and evaluation which does not exist. Conducting large test 
programmes in document retrieval is also extremely laborious; it requires 
resources which are not available to many individual projects. It is 
nevertheless the case that the lack of solid results must be attributed primarily 
to poor methodological standards. As the test details presented in this chapter 
show, there is so little control in individual tests and so much variation in 
method between tests that interpretations of the results of any one test or of 
their relationships with those of others must be uncertain. 

The general inadequacy of information retrieval tests, but also the practical 
reasons for it, are best exhibited by looking again at the conditions for a 
retrieval test. There are the data on one hand, the mechanism on the other. 
The data consists of the actual documents and the actual user queries and 
assessments. The mechanism consists of the indexing and searching 
apparatus. We initially think of the data (D) as given, the mechanism (M) as 
chosen, i.e. we exploit specific techniques in a specific environment, to obtain 
a total retrieval system. The minimal system study then consists simply of 
noting the performance of this system: call this D: M. We then recognize that 
different mechanism options are available and, selecting some part of the 
mechanism, say the indexing language, for study as the primary experimental 
variable, we compare two of its values, say M i l and Ml2, in a test 
D:M11/M12. We then consider connections between different parts of the 
mechanism and proceed to relate the behaviour of variable Ml to that of 
some other variable M2, say indexing exhaustivity, for a test with the 
structure D:M11/M12:M21/M22. In this we perhaps regard M2 as the 
secondary variable. We can naturally extend the test series for any set Ml, 
M2 . . . Mn of mechanism variables we choose to examine. 

But of course, from the point of view of understanding retrieval systems 
in general, D is as important as M. The behaviour of retrieval systems 
is a function of both D and M. We should therefore consider the con­
stituent variables of D, say types of user, giving us D11/D12: M11/M12: 
M21/M22, and, further, say different document types, giving us 
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D11 /D12: D21 /D22: M11 /M12: M21 /M22; and we can clearly continue, for 
as many variables and values of each as we can identify. 

In general retrieval system tests have exhibited biases in the way they have 
approached this set of study possibilities. Much more attention has been paid 
to the mechanism variables M than the data variables D. The mechanism 
variables have been made explicit, the data one left implicit: in other words, 
though test authors have often paid lip service to the possible influence of 
their data variable values on their results, they have nevertheless tended to 
characterize the entire system performance in terms of the mechanism 
variables studied; variable D has been left undifferentiated, while perhaps 
several values of a single M variable, or a few values of several M variables, 
have been examined. It has not, moreover, been open to third parties to put 
different tests together on the grounds that while their data variable values 
have differed their mechanism variable values have been the same, so 
amalgamating the tests would permit the effects of data variation to be 
examined: the mechanism variables have generally not been identically or 
sufficiently similarly treated. 

Some projects, like those of Salton and Sparck Jones, have begun to tackle 
this problem by working with more than one data set; but it has to be 
recognized (as the data details of Sparck Jones and Bates95 make plain) that 
the characterization and control of data variables in these test series is much 
less systematic even than that of the mechanism variables. It is moreover 
generally the case that where the same data have been used by different 
projects, the treatment of the mechanism variables has been too heterogeneous 
for it to be possible to combine the test results to obtain information about an 
extended set of mechanism variable values. 

12.8 Methodological and substantive achievements 

Thus if we accept that a proper understanding of retrieval systems can be 
achieved only with the aid of both a well-organized descriptive framework 
and extensive series of experiments, each bearing on the other, and look now 
at the evidence of the chapter survey, what methodological and substantive 
progress has been made in achieving this understanding? 

If we compare, say, Montague's test of 196519 with Evans' of 197561* 62, we 
can detect some methodological improvements and a substantive develop­
ment : Montague's test was vitiated by the use of incomparable query sets 
and incomparable document sets, i.e. the individual experiments in the group 
could not be compared usefully with one another because the data sets used 
differed. In many of them the query set used was also very small. Evans used 
a constant set of queries and documents for a range of comparisons, and a 
somewhat larger query set than any of Montague's. The substantive 
development is represented by the shift from document indexing, studied in 
Montague's test, to query formulation, the focus of Evan's test. At the same 
time, the difference between the tests is not as large as might be hoped for, in 
methodological solidity or depth of understanding. While Montague's test is 
open to criticism in mixing real and synthetic queries, in Evans' the amount 
of output assessed for relevance per query was somewhat arbitrarily varied. 
Again, while Montague's test explored a variety of rather arbitrarily related 
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document indexing options, Evans' investigated a fairly heterogeneous 
selection of search strategy options. 

More generally, while it might be claimed that multi-collection experiments 
comparing search procedures like those of Sparck Jones95 represent some 
methodological and substantive advance compared with Dale and Dale's test 
of some ten years earlier21, Atherton's BOOKS test84 does not represent 
much advance methodologically over Cranfield 1 (Ref. 1), and is indeed 
substantively focused on the same system component, document indexing. 

Is it nevertheless possible to point to any general methodological and 
substantive advances? 

To take methodology first. It is possible to point to a general advance in the 
quality of retrieval experiments. Specifically, we can say that experiments 
now are more likely than they were twenty years ago: 

(1) to use real data, for example not requests based on source documents; 
(2) to have enough data, for example fifty requests rather than ten, and five 

thousand documents rather than five hundred; 
(3) to introduce more control in relation to data variables, for example by 

using more than one collection; 
(4) to discriminate better among mechanism variables, for example by 

distinguishing language specificity from indexing specificity; 
(5) to utilize more appropriate performance measures, for example by 

interpreting recall in relation to sets of documents rather than single 
sought documents; 

(6) to conduct tests more carefully, for example by utilizing Latin square 
designs for assigning tasks to people; 

(7) to evaluate findings properly, for example by applying significance tests. 

But, as the survey has shown, not all experiments meet these conditions. 
The effort of conducting proper experiments, which proposals like those for 
the ideal test collection' were intended to reduce, remains very great, so 
many tests are limited in scope. Again, though tests appear to reflect a 
growing consensus, for example in the use of recall and precision, many test 
reports suggest that little attempt has been made to learn from the experience 
of previous workers. Where such complicated matters as techniques for 
deriving recall/precision graphs are concerned the lack of rigour is not 
surprising, but it is still unfortunate. 

These defects of current test methodology are nevertheless really only the 
manifestation of deeper problems about the substantive aspects or retrieval 
systems. Differences of test design in part reflect genuine differences of test 
purpose and emphasis. Thus there is no very good reason why an efficiency 
oriented test to determine indexing speed under different working conditions 
should have much in common with an effectiveness oriented test to evaluate 
the utility of not-logic in boolean searching. However there are many features 
of information retrieval systems which are not sufficiently understood, even 
at the level of reliable description, let alone analytical modelling: appropriate 
choices of performance measure are an example. 

Looking at the substantive side of retrieval systems, what contributions 
have twenty years of testing made to system understanding and hence system 
design? As pointed out earlier, statements here can only be very general ones. 
Thus it appears that the tests which have been carried out show: 
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(1) that artificial indexing languages do not perform strikingly better than 
natural language; 

(2) that complex structured descriptions do not perform strikingly better 
than simple ones; 

(3) that the number of searching keys is more important than their individual 
quality; 

(4) that the characterization of queries is more important than that of 
documents; 

(5) that formal properties of the data may be turned to advantage, as in 
weighting schemes. 

But of course, as these statements all refer only to mechanism variables, 
they can have real meaning only by being related to their environment of 
data parameters; and the main failure of information retrieval research has 
been in determining those environment properties significant for system 
operation and in establishing the relationship between data and mechanism 
variables. Cleverdon120 in 1971 maintained that 'it is, in theory, possible to 
design and operate a system that will achieve a given satisfactory 
performance, at the least possible cost, in a particular environment'. But he 
also observes that while it is possible, in any given situation, to design an 
effective system, 'a problem that is still unsolved is how it is possible to 
predicate exactly what a situation will be. . . . Designing for the hypothesised, 
but probably non-existent, "average" user, we may produce systems that 
satisfy no-one', (pp. 67-8) 

Some advance in this area since 1971 can in fact be detected: a good deal 
of rather crude evidence about systems has been gathered; and some system 
models have been proposed which have stood up to initial testing, for 
example the Robertson121 and van Rijsbergen110 probabilistic theories. But 
it remains the case that our ignorance is large: to take a conspicuous instance, 
we have virtually no information about the real recall levels of large online 
search systems, or about real recall for many retrieval schemes investigated 
by research workers. 

12.9 The current state of retrieval system understanding 

After an evaluative survey of the retrieval test literature, van de Water et 
al.122 concluded that the standards and content of tests were slightly higher 
than those found in a survey carried out five years earlier, but that information 
science was nowhere near established as a science. This is certainly true; but 
perhaps this is aiming too high too soon. A more reasonable question is 
whether retrieval research has any more modest, but nonetheless material, 
achievements to its credit. 

The best way of answering this question is to ask whether there have been 
any research results which have been applied to operational systems. Even 
allowing for some delay, one would hope that after five or ten years good 
research results could have had operational outcomes. 

Cleverdon123 considered this question in 1976. Looking at the historical 
development of retrieval systems, he asked whether some more conspicuous 
research projects had contributed, either positively or negatively, to the 
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operational systems of the mid-1970s. Assuming four groups of system 
components, relating to input, store, search, and overall organization, he 
notes that, with respect to the store, the important breakthrough was the 
National Library of Medicine's use of computers for the preparation of 
printed indexes; with respect to input, the key factor was the boost given to 
post-coordination by Taube's company, Documentation Inc.; with respect to 
searching, the vital development was the growth of online computing; and 
with respect to overall system organization, the significant contribution was 
made by computer network technology. So, Cleverdon concludes, 

'We now have mechanised systems which not only allow the user to do 
everything which was possible with a card catalogue or printed index, but 
also give him many additional facilities. We can search in natural 
language—or a controlled vocabulary if we still cling to the old beliefs. 
There is the power and flexibility of postcoordinate searching, output can 
be automatically printed in a number of different forms, and the citations 
can be in a ranked order of probable interest. There are, of course, some 
corresponding disadvantages. Many people would consider online searches 
to be expensive while others find the systems awkward and complex to use. 
Both these are aspects that can only change for the better.' 

According to Cleverdon, the contributions to retrieval system development 
made by testing have been very limited. He singles out as critical the 1953 
Documentation Inc. comparison between Uniterm and alphabetical in­
dexes124, and Swanson's 1962 comparison between simple automatic text 
searching and conventional manual indexing125. Though the results obtained 
were not properly understood at the time, Cleverdon argues that the common 
factor explaining the comparative success of the Uniterms in Taube's test 
and of the text indexing in Swanson's was the use of natural language. 
Subsequent tests have like Cranfield 2 (Refs. 2, 3) confirmed the value of 
natural language indexing. For Cleverdon other important tests, in terms 
both of their individual results and the natural way in which these results 
could be combined for whole system characterization, were Cranfield \\ 
(Ref. 6), which demonstrated the inverse relation between recall and 
precision, and the sequence of Smart tests exhibiting the value of direct text 
utilization as a mode of natural language indexing, of matching producing 
ranked output, and of iterative searching. Cleverdon finds that by the late 
1960s, 'it was obvious that we had acquired the knowledge that would enable 
mechanised systems to be designed that were both effective and economic'. 
Subsequent developments in computing technology permitted us to take 
advantage of this knowledge. In Cleverdon's opinion, 'it is clear that no 
single research investigation made a major contribution to the present 
position, and that most of the significant advances have come as a result of 
setting up operational systems, from which developments flowed'. In fact, 
even the widespread, though by no means exclusive, use of natural language 
in operational systems may be as attributable to practical factors as to the 
application of research findings; and the systematic exploitation of the 
recall/precision relationship, of ranking, and of coherent interactive 
procedures, do not in fact figure in operational systems. The natural language 
text available for searching also tends to be limited. 

Cleverdon's position, however, is that while he is enthusiastic about the 
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available online systems, this is not to imply that they are perfect. We are, he 
suggests, 'at much the same stage with mechanised information retrieval 
systems as was the automobile at the beginning of this century. All the 
essential ingredients are now there and working, but much effort is still 
required before we can have economical, reliable, and widely used models'. 
My view is that this is rather optimistic: Cleverdon's position can only be 
justified by a rather restricted engineering attitude to retrieval system 
research. Current systems can perhaps be better tooled, but they rely so 
heavily on the human user that the opportunities for a radical redesign of the 
rest of the system are limited. Changing the relative balance between the user 
and the rest might allow more interesting design possibilities; and to pursue 
these effectively we need more information than we have, which can only 
come from further theory development and testing. After all, while economic 
arguments may have recommended natural language to operational system 
managers, it is quite possible they would not have accepted these so readily 
without the intellectual confirmation provided by the results of experiments 
like Cranfield 2. It has taken quite a long time for the test results of the 1960s 
to filter through into practice, and we must therefore expect as slow responses 
to the experiments which have been carried out in the 1970s, particularly 
since Cleverdon's review, or which should be carried out in the 1980s. 
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