
V-l 

V. Search Strategy and the Optimization of Retrieval Effectiveness 

G. Salton 

Abstract 

Future real-time information retrieval systems may be expected 

to utilize automatic text analysis procedures for the preparation of 

analyzed search requests, and user feedback information for the generation 

of a useful search strategy. The analysis procedures and the search 

strategies to be used will vary to some extent with the equipment used in 

the system, with the type of service to be furnished, and with the user 

population. If the user population is large, and service is to be 

rendered simultaneously to many users, then it is not possible to process 

each search request against an entire collection of stored items. Instead, 

a number of partial searches may be used to replace a single full search of 

the collection. 

In the present study, various partial search strategies are described, 

based partly on document and request groupings, and partly on user feedback 

information. The SMART system is used to evaluate these strategies, and 

to postulate an efficient, real-time, user-controlled search strategy. 

1. Introduction 

Presently operating mechanized information systems are based on 
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mechanized information files which can be searched mechanically. All 

other operations, including in particular the input operations, the 

indexing and analysis operations, and the processing of the final out­

put are normally carried out with the help of human experts* In the 

foreseeable future such mechanized systems may be modified in two impor­

tant respects: first, the analysis of incoming documents and search. 

requests may be carried out automatically, instead of manually, using 

for this purpose a variety of stored dictionaries and tables, as well as 

statistical and syntactic text analysis methods; second, the operations 

may be based on time-sharing equipment, where access to the central store 

can be provided to a number of different users, more or less simulta­

neously by means of special input-output consoles. 

A great deal of work has been done over the last few years in the 

area of automatic indexing in an attempt to generate indexing methods 

which could be incorporated into operating information systems. [1,2] 

Several evaluation studies have also been carried out to determine the 

effectiveness of many kinds of automatic text analysis procedures, and 

tentative conclusions have been reached concerning the relative effective­

ness of the analysis methods under consideration. [3>^,5,6,7] 

The area dealing with search strategies and with procedures designed 

to make the user participate in the search process has received much less 

attention. Instead, even in the experimental situations, searches are 

carried out in such a way that each analyzed search request is compared 

in turn against each analyzed document. Documents, or citations which 

exhibit a sufficiently high matching coefficient with a search request are 

then withdrawn from the file and handed to the appropriate user. The user 

population does not in general participate in the search process, over which 
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it has no real control. 

When time-sharing equipment becomes available in operational situa­

tions, the search process previously described can no longer be carried out 

efficiently. In those circumstances the search and retrieval system must 

overcome two substantial constraints of the existing time-sharing organi­

zations: 

a) the small amount of internal storage which can normally be 

allocated to any given user (users must compete for memory 

space with many other users): 

b) the rudimentary nature of the input-output console equip­

ment likely to be made available to each user, which permits 

the introduction or withdrawal of only limited amounts of 

information. 

At the same time, the information system should profit from the fact 

that the customer can now be made a part of the system, by asking him 

periodically to provide feedback information designed to clarify his 

information need. 

The limitations inherent in the restricted available storage space 

and in the simple typewriter-like input-output devices may be overcome by 

fast search algorithms, confined to only small subsections of the stored 

file, and by limited interactions with the user. Such fast, user-controlled 

search algorithms are described in the next few sections, and evaluation 

results obtained by using the SMART automatic retrieval system are given 

to illustrate the effectiveness of the various search and retrieval pro­

cedures. [8,9] 
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2. Cluster Search Process 

A) Overall Process 

In a traditional library environment, answers to information re­

quests are not usually obtained by conducting a search through an entire 

document collection. Instead, the items are first classified into sub­

ject areas, and a search is restricted to items within a few chosen subject 

classes. This same device can also be used in a mechanized system by con­

structing groups of related documents, and confining the search to certain 

groups only. Specifically, the following overall strategy can be used: 

a) groups, or clusters of related documents are constructed by 

comparing the identifiers for a given document with the identi­

fiers of all other documents, and by grouping those documents 

whose sets of identifiers are sufficiently similar; 

b) for each such document group, a representative element, also 

known as the centroid vector, is chosen; this centroid vector 

is then used to represent the whole document set in that group; 

c) the search proceeds in two steps: a given search request is 

first compared against the centroids of all document groups; 

a second search is then used to match the request against the 

individual documents located in groups with highly matching 

centroids. 

A stylized picture of such a two-level cluster search is shown in 

Fig. 1, where each document is represented by a small square, and each 

search request by a triangle. It is seen that requests A and C lie close to 

the centroid vectors of two of the document clusters; the similarity coef­

ficient between the requests and the corresponding centroids may therefore 
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be expected to be large, and the document search is then confined to 

documents in the two respective groups only. Request B, on the other 

hand lies close to the centroid of four clusters, thus necessitating a 

detailed search of these four groups. 

Obviously, the two-level search can be extended to a three-level, 

or even higher level search by grouping the centroid vectors themselves 

into broader groups of larger coverage, followed by a grouping of these 

broader groups into still broader ones, and so on. In that case, a search 

is first made of the centroids for the highest level groups; this isolates 

some centroid groups on the next lower level; a search of these identifies 

certain groupings on the next lower level, and so on down, until some docu­

ment clusters are found which must be individually searched. 

The efficiency of such a multi-level, or cluster search varies with 

the clustering process used, and with the collection under consideration. 

It is greatest when the collection can be subdivided into nonoverlapping 

groups of approximately identical size. It diminishes as the amount of 

overlap between groups increases, and the size of the groups begins to 

deviate from a common ideal value. Obviously, a cluster search will not 

avail if the documents of interest to the user are not in fact included in 

the groups which are to be searched individually, since such relevant docu­

ments are not then retrievable. This fact will be brought out further when 

the systems evaluation is discussed. 

B) Cluster Generation 

The problem which consists in taking sets of items identified by 

certain properties, and in grouping them in such a way that items identified 

by a common property set are placed into a common class, is well known in 
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many fields. A number of mathematical techniques have been used in the 

past with varying degrees of success in the implementation of a clustering 

program, including matrix eigenvalue analysis, factor analysis, latent 

class analysis, and others. Some of these techniques have also been 

applied to the documentation area, where the items to be grouped are 

documents, and the properties used to effect the grouping are keywords, 

or index terms attached to the documents.[10,11,12] 

The process to be described here is due to Rocchio and differs 

from some of the others in that the number of clusters to be generated 

can be controlled, as well as the cluster size, and the amount of overlap 

between clusters.[13] Such controlled clusters may be more useful in an 

application to documentation, than clusters which are subject to large size 

variations and to a great degree of overlap. 

All documents are initially considered to be unclustered, and each 

document is first subjected to a region density test to determine whether 

a sufficient number of other documents are located in the same vicinity. 

This test specifies that more than n items should have a correlation 

higher than some parameter p with the candidate, and that more than n 

items should have correlations higher than p . The test insures that 

items on the edge of large groups do not become centers of groups, and 

that annular regions where items are concentrated in a ring-like area 

around the candidate item are not accepted as clusters. An example of a 

density test failure is shown in Fig. 2, where an attempt is made to pick 

document 13 as a cluster center. In the example, the requirement that 

at least five documents have a correlation greater than 0.25 with document 

13 is not met, since the fifth highest correlation (with document No. 19) 



Document 
Rank 

1 
2 
3 
k 
5 
6 
7 
8 
9 

10 
11 
12 
13 
Ik 
15 
16 
17 
18 
19 
20 
21 
22 
23 
2k 
25 
26 
27 
28 
29 
30 
31 
32 

Document 
Number 

13 
2k 
26 
7k 
19 
22 
59 
*5-
78 
38 
k6 
75 
17 
23 
36 
U 

63 
81 
55 
35 
57 
80 
16 
25 
77 
kk 
82 
73 
69 
5* 
50 
Ik 

Correlation 

1.0000 
0.366^ 
0.3071 
0.261*3 
0.1979 
0.1^53 
0.12U8 
0.1172 
0.1166 
0.1161 
0.1077 
0.0882 
0.08W* 
0.0722 
0.061*1 
0.061*0 
0.0507 
o.dkkj 
o.ow*7 
0.0369 
0.0358 
0.0207 
0.0181 
0.0175 
0.01U9 
0.0135 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

Density Test Failure 

(less than 5 documents exhibit correlation greater than 0.25) 

Fig. 2 
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is only 0.1979- Items which fail the density are considered to be "loose" 

and are not again chosen as potential cluster centers. 

If a document passes the density test, a cut-off value is chosen 

as a function of the preestablished minimum and maximum number of permis­

sible items per cluster, and items whose correlation with the central 

document is larger than the cut-off value are used to define a cluster. 

In the example of Fig. 3, items are grouped around document 7, which 

previously passed the density test, and the six top documents (nos. J, 

k2, 9, 20, 32, and 31) with a correlation above cut-off define an initial 

cluster. The cut-off is picked at the point of maximum correlation dif­

ference between two adjacent documents to produce the shortest boundary 

between identified subset and neighboring unclustered items. 

Given the set of documents D defining a cluster, the centroid 

vector is chosen as the center of gravity of the set of document vectors 

derived from the elements of D. Specifically, if each document is identi­

fied by a property, or keyword vector, d , the centroid vector is defined 

as 

d(i)e D 

The centroid vector CL which results from the addition of the six docu-

i 

ment vectors identified in Fig. 3, is shown in Fig. h. The documents 

defining the group are listed at the top of the figure, and the centroid 

vector itself consists of 65 concepts (represented by 3-digit numbers) 

each with a specified weight. 

The centroid vector thus derived is now matched against the entire 

document collection, and the cut-off parameters on category size are 
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Document 
Rank 

1 O
J 

3 
k 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 

1 

Document 
Number 

7 
42 
9 

20 
32 

. _ 2 1 

25 
22 
73 
57 
81 
55 
75 
78 
36 

Correlation 

1.0000 
OA352 
0.3935 
0.3541 
0.3002 
O.2789 

"07237C 
O.2130 
0.1984 
0.1949 
0.1826 
O.1826 
0.1801 
0.1705 
0.1527 

Correlation of Top 15 Documents with Document No. 7 

Fig. 3 

Document 
Rank 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
l 4 
15 

Document 
Number 

7 
42 

9 
20 
31 
32 
73 
4o 
56 
75 

1 
51 
25 
57 
55 

Correlation 

0.7853 
0.7028 
0.5593 
0.5497 
0.5007 
0.4425 

"o735"l8 ' 
0.3049 
0.2957 
0.2950 
O.2685 
0.2516 
O.2473 
0.2468 
0.2463 

Correlation of Top 15 Documents with Centroid C 

(cluster contains Docs. 7, 9, 20, 31, 32, 1*2) 

Fig. 5 
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Concept 
Numbers 

1 
7 
23 
32 
kk 1 
57 
71 
78 
95 
114 ' 
1U9 
181 1 
222 ' 
261 ' 
291 
3I19 1 

1 • HI 1 1 • 1 

Weights 

2k 
12 ' 
2k ' 
2k " 

36 J 
12 1 
12 
12 ' 
12 ' 
2k ' 
12 
12 ' 
12 ' 
12 
12 
12 

Concept 
Numbers 

3 
8 1 

2k 1 

33 ' 
k7 1 
58 > 
72 ' 
79 
103 ' 
122 ' 
152 
205 ' 
2k6 1 
262 1 
298 1 
532 

Weights 

120 1 
2k 1 

36 ' 
2k 1 
2k " 

36 ' 
12 1 
36 ' 
2k 1 
12 1 
12 1 
12 1 
36 | 
12 1 
12 1 
12 1 

Concept 
Numbers 

5 1 
10 1 
28 1 
ko ' 
50 " 
67 ' 
73 ' 
87 ' 
108 l 
130 ' 
172 ' 
207 ' 
258 ' 
278 l 
322 ' 
59̂  

Weights 

12 1 
2k 1 
12 1 
48 1 
12 1 
12 1 
2k 1 
12 1 
12 1 
78 1 
12 1 
2k 1 
72 ' 
12 1 
12 1 
2k 1 

Concept 
Numbers 

6 
19 " 
30 1 
k3 1 
5k 1 
70 ' 
76 ' 
89 1 
113 ' 
134 ' 
180 1 
211 1 
259 ' 
235 ' 
323 ' 
600 ' 

Weights 

2k 
2k 
2k 
12 
6 

2k 
k8 
2k 
12 
12 
12 
12 
12 
12 
12 
6 

Formation of Centroid C. Using Documents 

(7,9,20,31,32,42) 

Fig. h 
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reapplied to create an altered cluster. The results of this matching 

operation are shown in Fig. 5 for the centroid C^ of Fig. 4. The 

cutoff again falls between the sixth and seventh documents, and the 

resulting cluster identified in the example of Fig. 5 is the same as that 

which originally defined the cluster in Fig. 3* Such a result is of course 

not necessarily obtained in all cases. 

This clustering process is now repeated with all unclustered items 

and the first pass ends when all items are either clustered or loose. 

Since the centroid vectors are correlated against the entire collection, 

some items may of course end up in several different clusters. If the 

number of categories formed is less than the number originally specified, 

a second pass could be made with relaxed density conditions. Alternatively, 

the density test could be made more restrictive, or the category size limits 

could be increased. 

At the end of this initial clustering operation, a relatively large 

number of items might remain loose. Furthermore, the amount of overlap 

between clusters might be considerable. Under these circumstances, it is 

possible to use an additional optional clustering pass based on the forma­

tion of a partition class for each centroid vector. Specifically each 

document is assigned to that centroid with which it exhibits the highest 

correlation, and the document groups so obtained are used to define a new 

centroid. For the centroid C^ of Fig. k, this maximum correlation 

partition specifies documents 9, 20, 31, 32, and 42. These five documents 

in turn define the new centroid CU shown in Fig. 6. 

It may be noted that document No. 7 which wee originally used as 

the center for the clustering operation given in the example is no longer 
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Concept 
Numbers 

1 
7 
22 
30 1 
kk 1 
58 ' 
72 
79 i 
108 " 
180 I 
222 1 
261 ' 
291 1 
59U 

Weights 

2k l 
12 1 
6 1 

2k 1 

2k 1 
2k 1 
12 1 
2k 1 
12 1 
12 1 
12 1 
12 1 
12 1 
2k 1 

Concept 
Numbers 

3 
8 l 
23 1 
32 ' 
47 ' 
67 ' 
73 ' 
87 ' 
113 ' 
181 l 
2k6 1 
262 • 
322 l 
600 • 

Weights 

8k 
2k 1 
2k 1 
2k 1 
12 1 
12 1 
2k 1 
12 ' 
12 1 
12 1 
36 ' 
12 1 
12 1 
6 1 

Concept 
Numbers 

5 
10 1 
2 k I 

33 ' 
50 ' 
70 " 
76 1 
89 ' 
114 ' 
205 ' 
258 1 
278 1 
3̂ 9 

Weights 

12 
12 
36 
2k 1 
12 1 
2k 1 

36 ' 
2k 1 
2k 1 
12 1 
k8 l 
12 1 
12 1 

Concept 
Numbers 

6 
19 1 
28 1 
ko 1 
5k ' 
71 1 
78 1 

103 ' 
172 1 
207 ' 
259 ' 
285 ' 
532 1 

Weights 

12 
12 
12 
36 
6 
12 
12 
2k 
12 
12 
12 
12 
12 

Formation of New Centroid C from Minimum Correlation Partition 

(using documents 9,20,31,32,^2) 

Fig. 6 
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cut off 

Document 
Rank 

1 
2 
3 
h 
5 
6 
7 
8 
9 

10 
11 
12 
13 
Ik 
15 

Document 

Number 

k2 
7 

20 
9 

31 
32 
73 
75 
56 

I ko 
k9 

1 
55 
78 
57 

Cor re l a t i on 

0.7271 
0.62^6 
O.56U7 
0.5609 

_ _ £-.5228 
0M82 
0.3712 
O.3061 
0.27k6 
O.2701 
O.26I+9 
0.2502 
0.2^38 
0.2U00 
0.2^+00 

Correlation of Top 15 Documents -with Centrold C, 

Fig. 7 

Document 

Rank 

1 

C\J 

3 
k 

.5 
6 
7 
8 
9 

10 
11 
12 
13 

Document 

Number 

U2 
7 

20 
9 

31 
32 
73 
75 
78 
25 
5h 
38 
63 

Cor re l a t ion 

0 .7271 
0.62^6 
O.56U7 
O.5609 
O.5298 

" 0M82 
0.3712 
O.3061 
0.2^00 
0.2252 
0.20UU 
0.1790 
0.1592 

original 
documents 

loose documents 
) added by "blending1 

routine 

7 

Final Cluster around Centroid C after Blending 

Fig. 8 
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present, since its highest centroid correlation occurs with a centroid 

other than C . The centroid C of Fig. 6 lacks some of the concepts 

originally present in C- , and the weights are generally lower. 

The new centroid is now correlated against the complete document 

collection as before, and a cut-off determines a new cluster, consisting 

for the case used as an example of documents 7, 9, 20, 31, and k2, as 

shown in Fig. 7. A "blending" routine is now used to assign loose docu­

ments to that group with which they exhibit the highest correlation. For 

the example given in Figs. 3 to J, the results of the blending operation 

are shown in Fig. 8. 

To summarize, the complete process consists of three grouping 

operations: the first around the initial items which pass the density 

test; the second around the centroids of the clusters previously generated; 

and the third around the new centroids obtained after partition of the 

previous sets. For the example, the changes in the generated cluster 

are summarized in Fig. 9* 

Fig. 10 lists the parameters which enter into the cluster genera- . 

tion process, including density control parameters, and cluster size 

parameters. These parameters are used to control the number of clusters, 

and amount of overlap desired, and also to exclude certain items from the 

clustering process, or to delete concepts of low weight from the document 

and centroid vectors. 

Fig. 11 shows in summary form the results of a clustering operation 

for a collection of 82 documents in the documentation area. Each cluster 

is identified by a different numeric digit, ranging from 1 for the first 

cluster to 7 for the last. In each case, the correlation coefficient of 



Generator 

1) Document 7 

2) Centroid C, 

3) Minimum Correlation 
Partition 

k) Centroid C 

5) Centroid Cp with 

Blending 

Resulting Cluster 

7,9,20,31,32,^2 

7,9,20,31,32,^2 

9,20,31,32,^2 

7,9,20,31,^2 

7,9,20,25,31,32,38,^2,5^, 

63,73,75,78-

Summary of Generation Process for Typical Cluster 

Fig. 9 
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Type of Control Function 

Master Control Use of maximum correlation partition to 
redefine clusters 

Placement of loose documents in clusters 

Documents to be included in clustering process 

Density Test Control Minimum number of documents with correlation 
exceeding p 

Minimum number of documents with correlation 
exceeding pp 

Minimum significant correlation 

Documents to be considered as cluster roots 

Cluster Size Control Type of correlation doefficient 

Minimum number of documents per cluster 

Maximum number of documents per cluster 

Minimum significant correlation difference 

Correlation difference sufficient to force 
a break between clusters 

Weight of concept to be deleted from vector 

Type of centroid definition 

Clustering Parameters 

Fig. 10 
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a given document with its respective centroid can be read off on the 

ordinate, and the number of documents in each cluster is given by the 

abscissa of the right-most entry for the given cluster. Thus Fig. 11 

shows for example, that cluster k contains 17 documents, while cluster 2 

contains only 10. The more useful clusters are generally those where all 

documents have high correlations with their respective centroid. 

C) Cluster Searching and Evaluation 

After a given document collection is available in clustered form, 

the search operation can be conducted in two steps: an incoming request 

is first correlated with the centroid vectors of all the clusters. For 

the collection of 82 documents previously used as an example in Fig. 11, 

this requires seven comparisons for each request. This preliminary opera­

tion is followed by a match of each search request with the individual 

documents included in the n clusters exhibiting the highest correlation 

with the given request, or alternatively with the documents in all clusters 

for which the centroid-request correlation exceeds a given threshold. 

A typical cluster match is shown in Fig. 12 for the collection of 

82 documents in documentation processed against request QB17. The ordinate 

corresponds to the correlation coefficient between the request and each of 

the seven centroid vectors, labelled from A to G for centroids 1 to 7 re­

spectively. Thus, the highest correlation with the request (0.^2) was 

obtained for centroid h (labelled D), the next highest (0.3J8) for centroid 

7 (labelled G), and so on. The abscissa, on the other hand, represents the 

correlation coefficient between the request and each of the individual 

documents within the various clusters. Documents which are relevant to 
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the given request, as determined outside of the system by human subject 

experts, are identified by an asterisk in the graph of Fig. 12. Thus, 

there are four relevant documents in cluster D (the cluster with the 

highest correlating centroid with the request), and two additonal ones 

in cluster G (the cluster with the next highest correlation). 

Assuming that the search strategy chosen requires that clusters 

with a centroid correlation exceeding 0.30 be individually examined, the 

seven centroid comparisons must then be followed by 17 comparisons for 

cluster D, plus 9 comparisons for cluster G (only 12 characters appear 

in Fig. 12 for cluster D, and only 7 for cluster G, since several documents 

with identical correlation coefficients are represented by a single character). 

Documents included in clusters other than D and G are never examined, thus 

reducing the search time to a fraction of that needed for the "full" search 

which consists in an examination of every document in the collection. At 

the same time, the partial search limits the number of relevant documents 

actually retrievable to those included in the first two clusters a total 

of 6 out of 8 relevant for query QJB17, shown in the example. This accounts 

for the recall ceiling, or limitation in the amount of retrievable relevant 

material inherent in all partial search algorithms; clearly, relevant items 

which are never examined in the first place can of course never be retrieved. 

The evaluation of the effectiveness of the cluster search algorithm 

can be based on the standard recall and precision measures, where recall is 

defined as the proportion of relevant matter retrieved, and precision as 

the proportion of retrieved material actually relevant. As in the other 

evaluation work carried out with the SMART system [6,7], manually derived, 

exhaustive relevance judgments are used in which the relevance of each 

document is determined with respect to each of the search requests. By 
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varying the cut-off used to produce a variable number of retrieved documents, 

a number of recall-precision pairs are obtained which can then be displayed 

as a graph showing recall against precision. The recall-precision plots 

for the individual search requests can then be averaged and a single curve 

can be obtained representing the average performance of the system over 

many search requests. Recall-precision plots are particularly useful if 

it is desired to select search and analysis methods to fit certain opera­

ting ranges: thus, if it is desired to pick a procedure which favors the 

retrieval of all relevant material, then one must concentrate on the high 

recall region; similarly, if only relevant material is wanted, the high 

precision region is of importance, (in general, it is possible to obtain 

high recall only at a substantial cost in precision, and vice-versa [̂ ,6,7].) 

A typical recall-precision plot is shown for query QB17 in Fig. 13. 

Recall is plotted along the abscissa, and precision along the ordinate. 

Fig. 13 contains four superimposed curves: the curve labelled with l's 

and single hyphens corresponds to a cluster search in which only a single 

cluster is examined (cluster D); the curve labelled with 2fs and double 

hyphens represents the cluster search based on the examination of the two 

top clusters (clusters D and G); similarly, the curve labelled with 3's 

or triple hyphens is produced by an examination of the three clusters with 

the highest centroid correlations (D, G, and C). For purposes of comparison, 

the results of the full search in which all documents are examined, 

is also shown in Fig. 13, represented by F's and asterisks. When several 

of the curves have identical values and ought therefore to be super­

imposed in the output of Fig. 13, only the curve of highest rank is shown, 

the ranking going from F, to 1, 2, and 3 in that order. For example, in 
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Fig. 13, all four curves exhibit the same recall performance up to a value 

of 0.375* This accounts for the single curve labelled with 3fs in that 

region. 

It may be noted that the curve corresponding to a single cluster 

search stops at a point where the recall is 0.5, and the precision 0.23; 

these values are obtained when all 17 documents in the first cluster are 

examined. Higher recall, or lower precision values are not possible in 

this case, since cluster D does not contain additional items. For the 

two-cluster search, the limits are reached when the recall is 0.75 and 

the precision 0.24; finally, for the three-cluster search, the values are 

O.875 and 0.2188, respectively. The full search, corresponding to an 

exhaustive examination of the collection is not subject to any recall 

ceiling below 1, since all relevant documents can then be compared with 

the request and retrieved. For the full search, the value of the precision 

is 0.2286 at recall 1. In the example of Fig. 13, the precision of the 

three-cluster search is actually equal or superior to that of a full 

search up to a recall of 0.75* 

Performance figures for the cluster searches are shown averaged 

over 35 search requests in the output of Fig. 1^. The curves labelled 

with lfs, 2fs, and 3fs again represent 1-cluster, 2-cluster, and 3-cluster 

searches, and F's are used for the full search. It may be noted that the 

precision difference between 3-level and full search amounts to less than 

ten percent for most recall levels, and actually becomes much smaller than 

that for high recall values. The average maximum precision difference 

between the one-cluster and full searches is only about fifteen percent 

(at recall of 0.10), and diminishes for higher recall values. Obviously, 
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the performance of the cluster search improves when additional clusters 

(beyond the first) are examined, but the improvement is modest for the 

collection used in the example. 

The output graph of Fig. ik may not be directly usable for the 

evaluation of systems performance, since the recall ceiling is not shown 

for the cluster searches. The curves in fact represent averages over a 

variable number of requests, depending on the recall level considered. 

A more useful evaluation output is shown in Pig. 15 for two collections of 

82 documents in documentation, and 200 documents in aerodynamics, respec­

tively. An n-cluster search is represented by a curve labelled n , and 

the curves for the cluster searches terminate at their respective recall 

ceilings. For the documentation collection the average recall ceilings 

are 0.31, 0.^7, and 0.6^ for the one-, two-, and three-cluster searches, 

respectively. 

It is clear from the output of Fig. 15> that nothing but a full 

search will avail, if very high recall is demanded; on the other hand, 

for average recall levels, a two- or three-cluster search, involving only 

about one fifth of the number of matches compared with those needed in a 

full search, appears to result in very little less in precision (for the 

aerodynamics collection a 6-cluster search, involving about 31 percent of 

the total collection, is actually found to be superior to a full search); 

for low recall levels, the precision of a one-cluster search is from five 

to fifteen percent smaller than that of a full search. 

If these results are taken as typical for document collections in 

other technical areas as well, cluster searching appears to offer large 

savings in search time, at no substantial loss in recall and precision for 

all searches not requiring either a very high recall performance, or a 

very high precision. 
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The preceding discussion, based on preconstructed document clusters, 

can be extended to partial searches involving other types of clustering 

strategies. If, for example, the document collection under consideration 

changes very rapidly, and the retrieval system is very active, it may not 

be useful to operate with standard document clusters, since the quality 

of these clusters is then bound to deteriorate as time goes on. In such 

a case it may be more appropriate to operate with clusters of requests 

previously processed by the system, rather than with document clusters. 

Such a situation is pictured in Fig. 16 where the cross-hatched request 

clusters are superimposed on the document cluster space. A document 

cluster is then assumed to exist in association with each request cluster, 

consisting of documents previously found useful in answering the correspon­

ding requests. A two-level search can then be performed in the following 

manner: 

a) a new incoming request is first compared with the centroid 

vectors of all request clusters; 

b) the documents associated with the highest matching request 

clusters are then individually compared with the new requests, 

and documents with a sufficiently high correlation coefficient 

are retrieved as before. 

The request clustering process may be expected to be particularly 

efficient in situations where a homogeneous user population is to be 

serviced, in which case, new incoming requests might be similar in nature 

to requests previously handled for other customers. If, on the other hand, 

the set of request clusters used produces the same configuration in the 

document space as the original set of document clusters a situation 

which does not obtain in the example of Fig. 16 then the request clustering 
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method will offer few advantages. The request clustering procedure remains 

to be evaluated more fully. [1*0 

3. Relevance Feedback 

A) Overall Process 

A variety of different methods can be used in an attempt to have the 

customer participate in the search process. These procedures range from 

relatively simple dictionary print-out routines, where dictionary excerpts 

supplied to the user serve as an aid in rephrasing poorly worded search 

requests, to more sophisticated methods in which the reformulation of the 

requests is automatically performed based on feedback information obtained 

from the user population. [15, 16] 

The relevance feedback process about to be described is particularly 

well-suited to a time-sharing computer organization and to the simple console 

equipment likely to be available to the customers, since it requires only a 

minimum of interaction with the user, and places most of the burden on 

internally stored routines. Specifically, an initial search is first per­

formed for each request received, and a small amount of output, consisting 

of some of the highest scoring documents, is presented to the user. Some 

of the retrieved output is then examined by the user who identifies each 

document as being either relevant (R) or not relevant (N) to his purpose. 

These relevance judgments are later returned to the system, and used auto­

matically to adjust the initial search request in such a way that query terms 

or concepts, present in the relevant documents are promoted (by increasing 

their weight), whereas terms occurring in the documents designated as non-

relevant are similarly demoted. [17, 18] This process produces an altered 
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search request which may be expected to exhibit greater similarity with the 

relevant document subset, and greater dissimilarity with the nonrelevant set. 

The altered request can next be submitted to the system, and a second 

search can be performed using the new request formulation. If the system 

performs as expected, additional relevant material may then be retrieved, or, 

in any case the relevant items may produce higher correlations with the 

altered request than with the original. The newly retrieved items can 

again be examined by the user, and new relevance assessments can be used to 

obtain a second reformulation of the request. This process can be continued 

over several iterations, until such time as the user is satisfied with the 

results obtained. 

The actual method used for the request alteration consists in picking 

at each point that request formulation which maximizes the difference in 

request-document correlation between relevant and nonrelevant document subsets. 

Specifically, if D is the nonempty document subset designated as relevant, 
R 

then an optimal query is the one which provides the maximum discrimination of 

the subset DD from the rest of the collection (D-D_). More formally, if 
R R 

or(q,d) is the distance function (correlation method) used in the matching 

process between query q and document d , then the optimal query q0 may 

be defined as that query which maximizes the function 

- ^ - ' » * 

where a is the average distance function, and decreasing distance implies 

stronger query-document correlation. [17] 
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In practice, the preceding equation is of no immediate use, even under 

the assumption that the optimal query q can be determined as a function of 

D and D- , since knowledge of the set D_ (the relevant document subset 
R K 

obviates the need for retrieval. Instead of producing the optimal query c^ 

directly, it is then necessary to generate a series of approximations to a . 

starting with some initial query which identifies a part of the set D . As 

new relevant documents are identified, the subset of known relevant documents 

approaches D_ , and the sequence of modified queries comes close to a • 

One may hope that in practice only a few iterations will suffice for the aver­

age user; in any case, the rate of convergence is reflected in the stability 

of the retrieved set. 

The query modification algorithm which produces an optimal query to 

differentiate the partial set of relevant documents identified by the user 

from the remaining documents may be written in the form: 

n n2 

^ = Wi + n2Elr " ^E h ( i ) 

i=l i=l 

where q. is the i query of the sequence, R = {r.., r^,...,r } is the 

set of relevant documents retrieved in response to query £. , and S • {s , 

s2,###,^n ' i s t h e sefc o f nonrelevant document vectors retrieved in response 

to g± . [17] The specification of the sets R and S constitute the feed-

back from the user after the i iteration of the process. 

The programmed experimental feedback system uses a somewhat more 

general modification algorithm which allows additional variations in several 

parameters, as follows: n^ ng 

%+1 - ^ + ^ + 7 2 J C&- + *YJ ci!i > (2) 

i«l i=l 
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where &, 3, 7, and 6 are variable weighting parameters; q is the 

initial query before any alteration; and c, is either set equal to 1 

for all i , or to the magnitude of the correlation coefficient between 

query q and document cr ' , depending on the setting of an additional 

variable parameter* The first two terms on the right-hand side of equation 

(2) permit the generation of q. . either from q., or from q , and the 

parameters c. present in the last two terms are used to alter more heavily 

concepts which are derived from relevant documents exhibiting a high cor­

relation with the query, than others included in documents which are 

further removed from the original query* 

Evaluation results for the feedback procedure are given in the next 

section. 

B) Feedback Evaluation 

An example of the request modification process is shown in Fig. 17 

for request QIU7 processed against a collection of 200 documents in aero­

dynamics* The concept numbers and weights derived for the original request 

by the machine process are given in Fig. 17(a). Following a search with 

the original request, the user identifies document No. 9̂  as relevant. The 

altered request produced by the addition of new terms from document 9̂  is 

shown in Fig. 17(b). Several of the original concepts are reinforced in 

the process, (for example, concept 2558), while many others appear for the 

first time in Fig. 17(b). When this altered request is processed, the user 

next identifies as relevant documents 9k, 90, and 95> thereby producing a 

new altered query represented in Fig. 17(c). When this last query is used, 

the set of relevant documents increases to four, consisting of documents 



V-34 

Concept 
Numbers 

Weights 

1282 1 12 
1626 1 12 
2552 1 12 

1 ' 

Concept 
Numbers 

Weights 

1307 1 12 
2308 1 12 
2558 1 12 

1 

Concept 
Numbers 

Weights 

153^ ' 12 
2450 1 12 
2576 1 12 

1 

Concept 
Numbers 

1597 1 
25^7 1 

1 
l 

, Weights 

12 
12 

» 1 1 

a) Initial Query Vector Q for Query Q]>7 

Concept 
Numbers 

60 
633 
1263 
15 31* 
1662 
I89U 
1950 
2034 

2173 
2300 
23^6 
2380 
239^ 
2457 
2506 
2530 
2552 
2567 
2585 
2596 
2607 
2624 

Weights 

12 
12 
12 
12 
12 
12 
12 
12 
12 
12 
84 
24 
12 
12 
24 

1 2k 

12 
1 I 2 

12 
12 

1 72 
24 

Concept 
Numbers 

r — — — — 

224 

639 
1282 

15^5 
1663 
1915 
1981 
2068 

2209 
2308 
2363 
2388 
2411 
2473 

2507 
2536 

2577 
2571 
2586 

: 2597 
2619 
2626 

Weights 

12 
12 
12 
48 
12 
12 
12 
36 
12 
12 
48 
12 
36 
12 
12 
24 
48 
60 

1 kQ 

12 
1 72 
1 120 

Concept 
Numbers 

358 
1010 

1307 
1597 
1665 
1930 
1986 
2100 
2226 

2313 
2364 
2390 
2422 
2479 
2510 
2545 
2558 
2575 

j 2589 
2601 

; 2621 
2627 

Weights 

12 
12 
12 
12 
24 
24 
24 
12 
12 
12 
24 
24 
12 
60 
24 
48 
48 

1 12 
48 
48 
12 
24 

Concept 
Numbers 

411 
1109 
1308 
1626 

179^ 
1936 
2011 
2163 
2278 

2335 
2370 
2393 
2450 
2496 
2521 

i 2547 
2566 
2576 
2594 
2603 
2622 

Weights 

12 
12 
12 
12 
12 
12 

I 48 

12 
48 
24 
12 
12 
12 

1 24 
12 
36 
24 
48 
24 
60 
24 

b) Query Vector 0 after Identification of 

Relevant Document No. 9̂  

Request Modification Process 

Fig. 17 



V-35 

Concept 
Numbers 

60 1 
224 -
522 | 

1010 | 
1206 
1263 
153^ 
1644 
1750 
1818 

1915 
1981 

203^ 
2163 
2192 
2224 

2300 
2335 1 
2364 | 

2390 | 
2399 1 
2422 
2465 
2^96 , 
2507 
2521 
25^2 
2557 | 
2571 
2581 , 
2594 | 
2599 | 
2611 | 
2623 | 

Weights 

36 
36 
24 
36 
24 
36 
12 
48 
2k 
72 
36 
36 
36 
26 
2k 
72 
108 
72 
72 
72 
96 
36 
21+ 
192 
84 
36 
48 
216 
276 

2k 
96 
96 
48 
96 

1 Concept 
Numbers 

115 
290 
633 
1109 
1218 
1282 

1545 
1662 | 

1763 , 
1836 , 
1930 
1986 
2068 
2171 
2198 
2226 
2308 | 

2337 | 
2370 | 
2393 | 
2409 

I 2hkk , 
2k 73 | 
2^98 
2510 
2528 | 

25*15 
2558 | 
2575 | 
2585 , 
2595 | 
260.1 
2619 
2624 

Weights 

2k 
2k 
36 
36 
48 
12 

lkk 
60 
72 
2k 
72 
72 
108 

2k 
2k 
36 
12 
k8 
36 
36 
2k 
k8 
36 : 
2k 
72 
2k 1 

lkk 
168 

8k 
60 
2k 

168 
24o 
96 

1 Concept 
Numbers 

157 
358 | 
639 | 
1200 | 
1221 | 

1307 | 
1597 | 
1663 | 
1765 | 
1888 , 
1936 | 
2011 | 
2100 | 

2173 I 
2209 | 
2278 | 

2313 1 
23^6 1 
2380 1 
239)1 1 
2l 110 | 
2'i50 1 
2*1-77 l 
2501 1 
25l4 1 
2530 1 
25^7 I 
2566 | 
2576 1 
2586 | 
2596 | 
2603 1 
2621 | 
2626 , 

Weights 

2k 
60 
36 
2k 
k8 
12 
36 
60 
2k 
2k 
36 1 

lkk 
36 
60 
36 

>4o 
36 
252 
72 
36 
2k 
36 
2k I 
2k 
2k 
72 
8k 
96 

lkk 
168 
60 
228 

36 ,| 
4o8 | 

Concept 
Numbers 

168 
! 411 

826 
1203 | 
1259 | 
1308 , 
1626 | 
1665 | 
179^ | 
1894 | 
1950 | 
2018 | 
2134 | 

2191 I 
2220 | 
2283 | 
2326 | 

2363 1 
2388 | 

2396 I 
2411 | 

2457 1 
2479 | 
2506 | 

2519 1 
2536 1 
2552 | 
2567 I 
2580 | 
2589 | 
2597 1 
2607 | 
2622 | 
2627 | 

Weights 

24 
36 
24 
24 
24 
36 
12 
72 
36 
36 
36 
48 
48 
48 
96 
24 
24 

.144 

36 
24 
108 

60 
180 
96 
24 
72 
12 
60 
24 
24o 
60 

288 
120 
192 

c) Query Vector Qp after Identification 

of Relevant Documents 9]S90,95 

Request Modification Process 

Fig. 17 (contd.) 



v-36 

Concept 
Numbers 

6 0 ! 
224 
522 
852 

1203 

1259 
1308 

1579 
1644 

1665 
1794 
189U 
1950 
2018 
2100 
2171 
2192 
2224 
2283 
2320 

2363 
2380 

239^ 
24l0 
2444 

2467 
2U96 
2506 

2519 
2536 
2552 
2567 
2580 

2589 
2597 
2607 
2621 
2626 

Weights 

72 
72 
60 
36 
60 
60 
72 
108 
120 
144 
72 
72 
72 
120 
72 
60 
60 
216 
60 
60 
288 
i44 
72 
60 
120 
36 

444 
204 
60 

lkk 
12 
132 
60 
600 
132 
6k8 
72 

8U0 

_ i 

Concept 
Numbers 

115 
290 
633 
1010 
1206 
1263 
153^ 
1597 
1656 
1750 

| 1818 

1915 
1981 
2034 

2133 
2173 
2198 
2226 
2300 
2335 
236^ 
2388 
2396 
2411 
2450 
2̂ +73 
2^98 

2507 
2521 
25^2 

2557 
2571 
2581 

259^ 
2599 
2608 
2622 
2627 

Weights 

60 
60 
72 
72 
60 
72 
12 
72 
36 
60 
252 
72 
72 
72 
36 
132 
60 
72 
288 
lkk 
lkk 
72 
60 
216 
72 
72 
60 
228 
72 
120 
5̂ 0 
636 
60 
24o 
24o 
36 
264 
480 

Concept 
Numbers 

157 
358 
639 1 
1109 1 
1218 | 
1282 | 

15*1-5 1 
1626 1 
1662 | 

1763 1 
I836 1 
1930 I 
1986 1 
2068 1 
2134 1 
2187 1 
2209 1 
224l | 
2308 | 

2337 1 
2370 1 
2390 1 
2399 1 
2422 1 

2457 1 
2477 1 
2501 1 
2510 l 
2528 1 
25^5 1 
2558 l 
2575 1 
2585 1 
2595 1 
2601 1 
2611 1 
2623 1 

Weights 

60 
168 
72 
72 
120 
12 
288 
12 
132 
180 
60 

lkk 
lkk 
216 
120 
36 
72 
36 
12 
120 
72 

lkk 
240 
72 
132 
60 
60 

lkk 
60 
288 
3U8 
i92 
132 

60 
348 
156 
24o 

1 

Concept 
Numbers 

168 
411 
826 

1200 
1221 

1307 
1558 
1631 
I663 
1765 
1888 1 

1936 
2011 
2094 
2163 
2191 
2220 
2278 

2313 ! 
2346 

2378 

2393 
2409 
2423 
2465 
2479 
2504 
2514 

2530 
2547 
2566 
2576 
2586 
2596 
2603 
2619 
2624 

Weights 

60 
72 
60 
60 
120 
12 
36 
36 
132 
60 
60 
72 
288 
72 
72 
120 
312 
564 
72 
504 
72 
72 
60 
36 
60 
360 
72 
60 
144 
156 
240 
324 
384 
132 
48o 
492 
204 

a) Query Vector Q after Identification of 

Relevant Documents 95,9^,91,90 

Request Modification Process 

Fig. 17 (contd.) 
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95, 9^f 919 and 90. This generated the third modification of the original 

query, reproduced in Pig. 17(d)* A comparison of Pigs. 17(a) to (d) reveals 

a considerable increase in the number of concepts used, as well as a large 

increase in the concept weights. 

The recall-precision plot produced by the feedback process for query 

Qlii-7 is shown in Pig. 18 for the original query (represented by Pfs and 

asterisks), as well as for the three subsequent iterations (lfs and single 

hyphens, 2fs and double hyphens, and 3fs and triple hyphens). It is seen 

in Pig. 18 how the recall and precision values improve from one iteration 

to the next, tintil a near perfect output is produced for the last iteration. 

This same phenomenon can be observed in more detail in the tables of 

Pig. 19, containing a complete record of the process for query Ql^7# For 

each of the four iterations, an output ranking is given for the whole docu­

ment collection. The documents are listed in decreasing correlation order 

together with the respective correlation coefficients, as well as recall 

and precision figures. The relevant document set, determined manually out­

side of the system, consists of documents 90, 91> 93> 9̂ > and 95. For the 

original query, these relevant documents identified by an R in Pig. 19, 

receive ranks of 22, 76, 21, ik, and kl, respectively, for the sample col­

lection of two hundred documents. 

The user is now assumed to look at the top 15 documents retrieved, 

thereby identifying document $k with rank I1*- as relevant. This leads to 

the first modification with improved rankings of the relevant set. The top 

15 now include three relevant items: 9̂ , 90, and 95 with ranks 1, 7, and 

10 respectively. A second iteration leads to further improvements in the 

rankings of the relevant set, and to the addition of relevant document 91 
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to the top 15. This generates the last query form, which in turn produces 

the near perfect ranking of the relevant document set (ranks 1, 2, 3, 5, 

and 11). The recall-precision figures included in Fig. 19 reflect the 

excellent performance of query Qlkj. 

Average performance characteristics are shown in the recall-precision 

plot of Fig. 20 for the relevance feedback process, using k-2 search requests 

with a collection of 200 documents in aerodynamics. In each case, it is 

assumed that the user looks at the top fifteen documents produced by the 

computer search, and identifies those that are relevant. This information 

is used to update the request using equation (2) with cc=l; p=0; 7=1, 2, 3 

for the first, second, and third alterations, respectively; all c.=l; and 

5=0. The increase in the value of 7 from one iteration to the next is 

motivated by the thought that the user becomes increasingly more informed 

as he sees more output, and that his relevance judgments should therefore 

be weighted increasingly more heavily. 

Fig. 20 shows the large increase in precision for each given recall 

value between initial searches and first feedback runs. A smaller increase 

is present between the first and second feedback runs, with very little 

increase thereafter. The same large-scale improvements are noted also for 

document collections in other subject areas. Fig. 21 shows relevance feed­

back data for three collections in computer science, aerodynamics, and docu­

mentation, averaged over 2k, 42, and 35 requests, respectively. In each 

case, the increase between initial requests and first feedback runs is very 

large, and diminishes thereafter. The output of Fig. 21 suggests that if 

low-recall, high-precision performance is desired, a single feedback step 

may be sufficient; in the high recall region, additional iterative steps may 

be useful. 
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The output shovm in Figs* 20 and 21 is produced with a single feedback 

strategy. Many of the changes suggested by the variable parameters of 

equation (2) still remain to be tested. Procedures mast also be devised to 

cover the case where the user finds no relevant material to be returned, or 

where he finds only nonrelevant items. Finally, requests may have to be 

handled which cover several distinct subject areas. In that case, the feed­

back algorithm may not perform satisfactorily, since it is not then possible 

to approach a well-specified subject area in an optimal way. 

k. Adaptive User-Controlled Multi-level Search 

In a real-time environment, the two search strategies discussed in 

this report may be combined into a single overall search scheme based on 

cluster searches for fast turnaround, and on relevance feedback for the 

optimization of retrieval effectiveness. A possible systems design is 

suggested in Fig. 22. [19] 

An attempt is first made to perform a request cluster search for 

each incoming search request, since this type of search may be expected to 

require the smallest number of comparison operations. If the request 

cluster process reveals relevant items, the relevance feedback process is 

used next. If no relevant items are found, however, a document cluster 

search is tried next, followed again by the relevance feedback method. 

Eventually, a full search may be tried, assuming that a high recall need 

exists, and that the two cluster searches are not successful in retrieving 

relevant material. 

If only negative relevance judgments are available, a negative 

feedback algorithm may be used. Finally, if all else fails, qualitative 
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information may be available from the user, suggesting the use of phrase 

procedures or hierarchical expansions of the type included in the SMART 

system to broaden or narrow the area covered by a given request. [j,8] 

Dictionary display methods may also be used to help the user in rephrasing 

his request if the automatic relevance feedback method does not produce 

the desired results. [l6] 

This proposed real-time search strategy and others like it remain 

to be tested under operational conditions. 
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