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Design Criteria for Automatic Information Systems 

M. E. Lesk and G. Salton^ 

1. Introduction 

Considerable attention has been paid in recent years to the organiza­

tion of information centers. Various plans have been advanced for the 

establishment of partly mechanized information and library centers, and 

recommendations have been drawn up specifying the organization of a 

national document handling system. [1,2] In general, such plans stipulate 

use of a given equipment complex to store the information to be searched. 

Provision is normally made for introducing search requests from a variety 

of input stations, some of which may be situated far away from the central 

equipment, and users are of^en allowed to submit their requests asynchronously, 

and independently of each other. 

Nearly all of those proposals are, moreover, based on a number of under­

lying assumptions, which though unproved and unaccompanied by supporting 

evidence, are nevertheless stated with great forcefulness and considered to 

be axiomatic. The principal assumptions may be stated as follows: 

a) a computer cannot perform the intellectual work-required to 

analyze the content of a document, and information centers 

must therefore rely on a large staff of human subject experts 

to assign keywords to all items stored in the system; 

* This study was supported in part by the National Science Foundation under 
grants GN-360 and GN-^95» 

+ Aiken Computation Laboratory, Harvard University, Cambridge, Mass., 02138. 

^ Dept. of Computer Science, Cornell University, Ithaca, New York, 14850. 
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the intellectual aids to be used as part of the manual analysis 

and indexing procedure, including dictionaries, thesauruses, and 

hierarchical subject arrangements are best prepared and maintained 

by ccmnittees of experts in the subject areas under consideration; 

the users of the service, being unaware of system restrictions 

and operations, should not submit search requests directly to 

the system but must work through human intermediaries who analyze 

the query statement and prepare suitable search formulations for 

introduction into the program. 

A system organization based on these principles leads to a service in 

which only the search operations themselves are mechanized (that is, the 

comparisons between analyzed information items and analyzed search requests), 

but most other operations are carried out semi manually or manually. It 

also results in an information system which suffers from so many built-in 

weaknesses that adequate service to the users cannot ever be expected. 

The first weakness is the well-known scarcity and increasing unavaila­

bility of subject experts who are willing and able to perform a manual 

content analysis of the documents and search requests. This simple 

fact results in a continuing crisis atmosphere in existing nonconventional 

search systems, a situation which may be expected to grow more severe as 

time progresses. The second weakness is the inadequacy of the presently 

available dictionaries and authority lists which are used to control the 

assignment of subject identifiers to the stored information. These dictio­

naries are often produced as a result of so many compromises among various 

expert committees, that the final product reflects no consistent point of 

view, and is difficult to utilize effectively. The third weakness is the 

absence of meaningful user interaction with the system, so that individual 
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user needs and reactions by users to initial search efforts cannot usefully 

be taken into account in order to improve the service. 

The SMART document retrieval system which has been operating on an 

IBM 709^ for the last two years has been used extensively to test a large 

variety of automatic retrieval procedures, including fully automatic 

information analysis methods, automatic procedures for dictionary construc­

tion, and iterative search techniques based on user interaction with the 

system. [3,^,5,6] The evaluation results indicate that presently held 

assumptions concerning the design of information systems are untenable, 

and point the way to alternative design criteria. Some of the experiments 

conducted with the SMART system are outlined briefly, and the principal 

results are described in the remainder of this study. 

2. The SMART Experiments 

SMART is a fully automatic document retrieval system operating on the 

IBM 709^ • The system does not rely on manually assigned keywords or index 

terms for the identification of documents and search requests, nor does it 

use primarily the frequency of occurrence of certain words or phrases includ.ed 

in the document texts. Instead, the system goes beyond simple word-matching 

procedures by using a variety of intellectual aids in the form of synonym 

dictionaries, hierarchical arrangements of subject identifiers, statistical 

and syntactic phrase generating methods, and the like, in order to obtain 

the content identifications useful for the retrieval process. 

Stored documents and search requests are then processed without any 

prior manual analysis by one of several hundred automatic content analysis 

methods, and those documents which most nearly match a given search request 
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are identified. Specifically, a correlation coefficient is computed to 

indicate the degree of similarity between each document and each search 

request, and documents are then ranked in decreasing order of the 

correlation coefficient.[3,^,5] A typical search request processed by the 

system is shown in Fig. 1. Three analyzed forms of this request, produced 

respectively by a word stem identification process (null thesaurus), a 

synonym dictionary look-up (regular thesaurus), and a phrase identification 

method (statistical phrases), are shown in Fig. 2. Finally a typical 

output product listing documents in decreasing correlation order with 

the request is shown in Fig. 3. 

The system may be controlled by the user in that a search request 

can be processed first in a standard mode. The user can then analyze 

the output obtained and depending on the information returned to the 

system as a result of previous search operations, the request can be 

reprocessed under altered conditions. The new output can again be examined, 

and the search can be interated until the right kind and amount of infor­

mation are obtained. [6,7] 

The SMART systems organization makes it possible to evaluate the 

effectiveness of the various processing methods by comparing the output 

obtained from a variety of different runs. This is achieved by processing 

the same search requests against the same document collections several 

times, while making selected changes in the analysis procedures between 

runs. By comparing the performance of the search requests under different 

processing conditions, it is then possible to determine the relative 

effectiveness of the various analysis methods. 

The actual evaluation calculations are based on the standard recall 
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and precision measures, where the recall is defined as the proportion of 

relevant matter retrieved, while precision is the proportion of retrieved 

material actually relevant. If a dual cut is made through the document 

collection to distinguish retrieved items from nonretrieved on the one 

hand, and relevant items from nonrelevant ones on the other, the two 

measures may be defined as shown in Fig* b. The computation of these 

measures is straightforward only if exhaustive relevance judgments are 

available for each document with respect to each search request, and if 

the cut-off value distinguishing retrieved from nonretrieved material can 

be unambiguously determined. [8,9,10] 

In the evaluation work carried out with the SMART system, manually 

derived, exhaustive relevance judgments could be used since the document 

collections processed are all relatively small* Moreover, the choice of 

a unique cut-off could be avoided by computing the precision for various 

recall values, and exhibiting a plot showing recall against precision* 

Recall-precision graphs, such as those shown in the remainder of this 

study, have been criticized for a variety of reasons, [ll] but they axe 

very effective to summarize the performance of retrieval methods averaged 

over many search requests, and they can be used advantageously to select 

analysis methods which fit certain specific operating ranges. Thus, if it 

is desired to pick a procedure which favors the retrieval of all relevant 

material, then one must concentrate on the high recall region; similarly, 

if only relevant material is wanted, the high precision region is of 

importance. In general, it is possible to obtain high recall only at a 

substantial cost in precision, and vice-versa. [8,9,10] 

The following document collections have been used in the experiments 
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with the SMART system: 

a) IRE - 1 : a set of about 400 abstracts of documents in t he 

computer literature published in 1959> used with approximately 

20 search requests; 

b) IRE - 2 : a set of about ^00 abstracts of documents in the 

computer literature published in i960 and 196l, used with 

approximately 20 search requests; 

c) AD I : a set of 82 short papers in documentation, each 

approximately 2000 words long, presented at the 1963 Annual 

Meeting of the American Documentation Institute, and processed 

against 35 search requests; 

d) Cranfield - 1 : a set of 200 abstracts of documents in aero­

nautical engineering previously used by the Aslib-Cranfield 

project [12], and processed against k2 search requests; 

e) Cranfield - 2 : a set of 1200 additional document abstracts 

in aeronautical engineering, similar to the abstracts included 

in the preceding collection. 

It is seen that these collections fall into three distinct subject 

areas: computer science, documentation, and aeronautical engineering* 

The ADI collection in documentation is of particular interest because full 

papers are available rather than only document abstracts. The Cranfield 

collections, on the other hand, are the only ones which are also manually 

indexed by subject experts, thus permitting a comparison of the standard 

keyword search procedures with the automatic text processing methods. 

The evaluation results obtained with the first four of these collec­

tions axe summarized in the next section. 



V-ll 

3. Evaluation Results and Design Criteria 

In attempting to generate useful criteria for the design of information 

systems, a number of obvious questions suggest themselves: first, can 

automatic text processing methods be used effectively to replace a manual 

content analysis; if so, what part or parts of a document should be incor­

porated in the automatic procedure; is it necessary to provide vocabulary 

normalization methods to eliminate ambiguities caused by homographs and 

synonymous word groups; should such a normalization be handled by means 

of a specially constructed dictionary, or is it possible to replace thesauruses 

completely by statistical word association methods; what dictionaries can 

most effectively be used for vocabulary normalization; is it important to 

provide hierarchical arrangements of subject categories as is done in many 

library classification systems; what should be the role of the user in 

formulating and controlling the search procedure. These and many other 

questions are considered in the evaluation process described in the 

remainder of this section* 

A) Indexing Depth and Document Length 

In a manual system, where each information item is identified by a 

few carefully chosen keywords, the presence or absence of a given keyword 

becomes of crucial importance, since failure to provide a certain needed 

keyword may mean the difference between a retrievable item and one which 

is not. In an automatic text processing system, it is possible to generate 

for each item many different information identifiers, as seen in Pig. 2 

for the request of Pig. 1; the importance of each individual identifier is 

then much reduced since a small number of poorly chosen terms are often 

offset by the much larger number of correct ones. 
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A second principal difference between manual and automatic infor­

mation analysis systems is the relative difficulty in manual systems of 

discriminating among keywords by weights assigned to reflect their 

relative importance. This results in the "all or nothing" situation 

where a given identifier is either present or not, and each identifier is 

considered to be equally important* In an automatic system, on the other 

hand, it is easy to assign weights to individual identifiers, as shown in 

Fig. 2. These weights can be derived in part by using the frequency of 

occurrence of the original text words, and in part as a function of the 

various dictionary mapping procedures. Thus, ambiguous terms which in a 

synonym dictionary correspond to many different concept classes, can be 

weighted less than unambiguous terms* 

The relative usefulness of analyzing document sections of varying 

lengths, and of utilizing weighted terms is reflected in the output of Figs. 

5 and 6. These recall-precision graphs exhibit output averaged over 17 

search requests for the IRE - 2 collection and over 35 requests for the ADI 

material. Since it is in general desirable to get both high recall (that 

is, to retrieve most of what is relevant) and high precision (that is, to 

retrieve very little that is irrelevant), the region of importance is 

the upper right-hand corner of each graph. The more effective a given 

retrieval algorithm, the smaller will be the distance between the correspon­

ding recall-precision curve and the 1:1 recall-precision point. 

Fig. 5(a) shows a comparison of a "title only" option, where only 

the titles of documents are used in the analysis with a "full abstract" 

option. In both cases, the word stems originally extracted from document 

titles and document abstracts were first looked-up in a synonym dictionary 
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(called "Harris 3" in Fig. 5), to provide vocabulary normalization before 

the actual word matching operation. The curve of Pig. 5(a) makes clear 

how superior the full abstract process is compared with the title procedure* 

If the text words had been matched directly, without a thesaurus intermediary, 

the discrepancy between the two procedures would he even larger. 

The output of Fig. 5(h) shows that a further Improvement is obtainable 

if full text is used, rather than only abstracts, particularly for the high 

recall region. However, the improvement is much smaller here, and in actual 

practice it would seem that the additional problems arising from a fall 

text process can be avoided by restricting the procedure to abstracts and 

summaries, unless a clear requirement exists for a high recall performance. 

The output of Fig. 5 then leads to the following rule: 

Rule 1 : The use of document titles alone for purposes of 

information analysis results in poor retrieval 

performance compared with the use of abstracts or 

full text. 

Rule 1 is of particular interest because of the widespread advocacy of 

permuted title indexes (also known as KW1C indexes) for information search 

and retrieval purposes. 

Fig. 6 shows the improvement obtainable by using weighted word stems, 

compared with unweighted steins. It is clear from the figure that term 

weights are essential for retrieval purposes, and it can be inferred that 

one of the main drawbacks of presently operating keyword search systems is 

the lack of discrimination between terms of varying importance. Rule 2 can 

then be stated as follows: 
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Rule 2 : The use of information identifier's which are 

weighted in accordance with their presumed 

importance leads to large-scale improvements 

in retrieval effectiveness, compared with the 

use of unweighted terms. 

8) Synonym Recognition 

One of the perennial problems in automatic language analysis is the 

question of language variability among authors, and the linguistic 

ambiguities which result. A large number of experiments have therefore 

been performed using a variety of synonym dictionaries for each of the 

three subject fields under study ("Harris 2" and "Harris 3" dictionaries 

for the computer literature, "Quasi-synonym" or "QS" lists for aeronautical 

engineering, and regular thesaurus for documentation). An excerpt of such 

a synonym dictionary for the computer literature is shown in Fig. 7 for 

the concept class numbers Uo8 to kl£. Use of such a synonym dictionary 

permits the replacement of a variety of related terms by the corresponding 

concept classes, thus ensuring the retrieval of documents dealing with the 

"manufacture of transistor diodes" when the query deals with the "production 

of solid state rectifiers". 

The output of Pig. 8 shows that considerable improvements in perfor­

mance are obtainable by means of suitably constructed synonym dictionaries. 

The improvement is smallest for the Cranfield collection because the 

dictionary available for this collection was not originally constructed 

for retrieval purposes. This observation suggests that not all dictionaries 

are equally useful. Experiments conducted with the SMART system lead to 

the following principles of dictionary construction [13]: 
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a) very rare terms which occur in a representative sample document 

collection with insufficient frequency should not be included in 

the synonym dictionary, since such terms will not provide many 

matches between the stored items and the search requests; 

b) very common high-frequency terms should either be eliminated, 

since they provide little discrimination, or shoule be placed 

into synonym classes of their own, so that they cannot submerge 

other terms which would be grouped with them; 

c) terms which have no special significance in a given technical 

subject area (such as "begin", "indicate", "system", "automatic", 

etc.) should not be included; 

d) ambiguous terms, such as for example "base", should be coded only 

for those senses which are likely to occur in the subject area 

being considered; 

e) each group of synonymous terms should account for approximately 

the same total frequency of occurrence of the corresponding 

words in the document collection; this ensures that each identifier 

has approximately equal chance of being assigned to a given item* 

These principles can be embodied in automatic programs for the construction 

of synonym dictionaries, using word frequency lists and concordances derived 

from a representative sample document collection. [13] 

The experience gained with the various thesauruses constructed for 

the SMART system leads to Rule 3: 

Rule 3 : Dictionaries providing synonym recognition 

are of considerable help in improving retrieval 

performance, particularly when they reflect the 

properties of the vocabulary under consideration. 

• C) 3-hrase Processing 

The SMART system makes provision for the recognition of "phrases" 
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to identify documents and search requests, rather than only individual 

concepts alone. Thus if a given document contains the notion of program 

and the notion of "language", it might be tagged with the phrase "programming 

language". Phrases can be generated using a variety of strategies: for 

example, a phrase can be assigned any time the specified components 

co-occur in a given document, or in a given sentence of a document; alter­

natively, more restrictive phrase generation methods can be used by incor­

porating into the phrase generation process a syntactic recognition routine 

to check the syntactic compatibility between the phrase components before 

a phrase is actually accepted.[l^] 

In the SMART system, the normal phrase process uses a preconstructed 

dictionary of important phrases, and simple co-occurrence of phrase compo­

nents, rather than syntactic criteria, are used to assign phrases to 

documents.* Phrases seem to be particularly useful as a means of incorpora­

ting into a document representation, terms whose individual components are 

not always meaningful by themselves. For example, "computer" and "control" 

are reasonably nonspecific, while "computer control" has a much more 

definite meaning in a computer science collection* 

The output of Fig. 9 shows that phrases tend to improve recall at 

same expense in initial precision. This same effect was previously noted 

when the abstract processing was compared with full text in Pig. 5(b); it 

results from the fact that the simple process is good enough to retrieve 

the first few relevant documents (that is, in the higji precision region), 

while the more sophisticated procedure is important if additional relevant 

documents are also wanted (that is, for high recall). 

• . . ,. . . 

* Syntactic methods have, however, been used experimentally and sample 
results are published elsewhere.[6] 



V-21 

3 
O 
w 
<D 

K 2 

2 I w 
O 
<n 

cr 
Q. 

CO 

d 
CD 

d 

< 

d 
CVJ 

d 

oo 
d 

CD 

d 

d 
CVJ 

d 

3 
CX 
<D 
U 

m 

< 

en 
to 

§ 

| 

en 
CO 

o 
O 

ON 

</> 
lf> 

Th
es

a 

S
ta

t 
1 

io to 

H
ar

ris
 

H
ar

ris
 

w 

S
IO

N
 

PR
EC

I 

< 

o co 
- d 

CD 

d 

CD 

d 

CD 

d 

d 
CVJ 

d 

3 
a-

CM 

I 

tr 

.2 
a. 
E 

CO 

o 
en 

E 
8 

CM 

d 



V-22 

A phrase generation process which does not use a complete syntactic 

analysis of the phrase components may be expected to lead to many "false 

phrases % where components are combined which do not belong together 

(such as "information retrieval" in the sentence "for people in need of 

information retrieval is imperative"). The experimental evidence, 

reflected in the relatively poor performance of the syntactic process, 

makes it appear that such occurrences are very rare. This leads to Rules 

h and 5: 

Rule h : Absolute accuracy in the analysis of every single 

item is not so important as the accumulation of a 

maximum number of correctly analyzed items. If a 

choice exists between a method which can produce 

one guaranteed correct content indication (syntactic 

analysis), and another which produces five indicators 

of which four are probably correct (statistical 

phrase process), the second is generally to be preferred. 

Rule 5 : Simple phrase generation methods lead to a definite 

improvement in recall at the expense of some initial 

loss' in precision in the low recall region. 

D) Statistical Association Methods 

Statistical association methods are those which use the co-occurrence 

frequency of two words, or two dictionary concepts, within a given document 

collection as an indication of a relationship between them.[l5,l6] Thus, 

if two given terms co-occur in many of the documents of a collection, or 

in many sentences within a given document, a non-zero correlation coefficient 

can be computed as a function of the number of co-occurrences. If this 

coefficient is sufficiently higi, the two terms can be grouped, and can be 

assigned jointly to documents and search requests. Associative methods are 
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therefore comparable to thesaurus procedures, except that the word associa­

tions reflect strictly the vocabulary statistics of a given collection, 

whereas a thesaurus grouping may be expected to have a more general validity. 

Many possible procedures exist for the generation of statistical word 

associations, leading to the identification of varying numbers of associated 

term pairs* Two main parameters are the cut-off value K in the association 

coefficient below which a statistical association is not recognized, and the 

frequency of occurrence of the terms being correlated. When all terms are 

correlated, no matter how low their frequency in the document collection, 

a great many spurious associations may be found; on the other hand, some 

correct associations will not be observable under any stricter conditions. 

The spurious associations result initially in low precision, but the few 

important associations will eventually produce improved recall in the high 

recall region. This is reflected in the curve for the "null concon all" 

process (concept-concept associations performed for all word stems regardless 

of frequency) of Fig. 10. 

Increasingly more restrictive association procedures, applied first 

only to concepts in the frequency range 3 to 50, and then in the frequency 

range 6 to 100 eliminate many spurious associations, but also some correct 

ones. This results in a smaller initial loss in precision, but also in a 

poorer recall performance for high values. The output of Fig. 10 then 

confirms the following general rule: 

Rule 6 : Beep indexing procedures which supply new information 

identifiers of which some are useful but many are not 

usually improve recall but depress precision. 

Fig. 11 exhibits the comparison between word-word association procedures 
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(null concern), where associated word stems are added to the original stems 

available for content identification, and the normal word stem process 

previously shown in Pigs. 6 and 8. For all three subject areas it is 

seen that the word stem associations improve the recall values for the 

last few documents retrieved, over and above the values obtainable with 

the simple word stem matching process. 

As an example of the performance of the concept-concept associations, 

consider search request QB2, titled "testing automated information systems", 

used with the ADI collection. One of the documents in this collection, 

number 80X, dealing with "experiments on documentation techniques" is 

relevant to the request, but is ranked only 77 out of 82 for the 

regular word stem process, because very few of the words used in the 

document match the terms of the request. If concept-concept associations 

are generated, additional related terms such as "efficient", "real", 

"reduce", "experimental", "frequency", etc. are generated; these added 

terms provide a bridge between "test" and "experiments", and between 

"information" and "documentation", thus accounting for the improved perfor­

mance. 

While word-word correlations improve the basic word-stem matching 

process for high recall values, Pig. 12 shows that a well-constructed 

thesaurus is more powerful than the associative techniques applied to words. 

In other words, the thesaurus which serves much the same purpose as the 

associative process does so more accurately. This leads to the following 

conclusion: 

Rule 7 : Statistical concept-concept associations can be used 

to improve recall performance particularly for collections 

for which a well ordered synonym dictionary does not exist. 
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E) Hierarchical Subject Expansion 

Hierarchical arrangements of information identifiers, similar in 

construction to library classification schedules make it possible, 

given an entry, to find more general terms by going "up" in the 

hierarchy (expansion by parents), and more specific ones by going "down" 

(expansion by sons). The hierarchies provided for the SMART system include, 

in addition, expansions by "brothers" on the same level as the original 

terms, and expansions by adding certain "cross-references". Dozens of 

different hierarchy options can be used, of which two are shown in Fig. 

13. 

Fig. 13(&) shows an expansion by adding for each original term its 

parent in the hierarchy, the expansion being applied to both documents 

and requests. Clearly, this option does not on the average provide an 

improvement over the standard "Harris Three" thesaurus process. On the 

other hand, an expansion by "sons" applied to requests only (and not to 

the documents) seems to offer some improvement in performance for the 

middle ranges of recall and precision. 

In general, hierarchical subject expansions result in large-scale 

disturbances in the information identifiers attached to documents and 

search requests. Occasionally, such a disturbance can serve to crystallize 

the meaning of a poorly stated request, particularly if the request is far 

removed from the principal subjects covered by the document collection. 

More often, the change in direction specified by the hierarchy option is 

too violent, and the average performance of most hierarchy procedures does 

not appear to be sufficiently promising to advocate their incorporation in 

an analysis system for automatic document retrieval. 
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F) Manual Indexing 

The Cranfield collections were available for purposes of experimenta­

tion both in the form of abstracts and in the form of manually assigned 

index terms* The indexing performed by subject experts is extremely 

detailed, consisting for some documents of oyer fifty index terms* As 

such, the indexing performance may be expected to be superior to the 

subject indexing normally used for large document collections. Neverthe­

less the output of Fig. lMa) shows that the retrieval results obtained 

by matching the index terms ("index null") is only slightly superior to 

the standard word stem matching procedure, using the words extracted from 

the document abstracts. 

When the manual indexing procedure is compared with the word stem 

association process, it is seen in Fig. 1Mb) that the word stem match 

with the associated terms is superior to the index term method. The same 

is true when manual indexing is compared with the regular thesaurus process. 

The output produced with the Cranfield collection then leads to the 

following rule: 

Rule 8 : Keyword matching systems based on manually assigned 

index terms are found (at least for one well-known 

document collection) to be not substantially superior 

to raw word matching techniques, and to be actually 

inferior to statistical word association and to thesaurus 

methods. 

This rule is in complete contradiction to what one hears repeated 

over and over again by documentation and library science specialists. 

Moreover, as the collection sizes increase, the manual indexing procedure 
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may be expected to decrease in effectiveness, because of the variabilities 

among indexers, and the difficulties of ensuring a uniform application of 

a given set of indexing rules to all documents. The computer process 

will, however, not decay as the collections grow larger, and one may 

anticipate for large collections of operational size an even greater 

difference in performance, and a clearer advantage for the automatic 

process* 

G) Iterative Searching 

Most presently operating information systems perform a single search 

operation for each search request, and the user of the system must submit 

a completely new request if he is dissatisfied with the initial response. 

This situation is not ideal, since it assumes that a single information 

analysis and search method'will prove equally useful to all customers, and 

furthermore that all users have the same type of need and will thus be 

satisfied with the same type of answer. In actual practice, users have 

many different needs, some wanting very exhaustive answers, others being 

content with a single reference. 

This situation is well recognized, and it is widely felt that the 

new computer time-sharing organizations, which permit a multiplicity of 

users to obtain access, more or less simultaneously, to a central 

equipment complex can be used advantageously to provide individualized 

service to each customer according to his need. Accordingly, several 

iterative search methods have been simulated with the SMART programs. [6,7] 

In each case, a user first obtains some output in response to an initial 

query, and depending on what he learns from this output, he returns enough 

information to the system to permit a reprocessing of the original query 
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under altered conditions* 

The most effective procedure tried so far is the "relevance feedback" 

process, in which the user returns to the system a list of document numbers 

previously retrieved, together with information concerning the usefulness 

of each document for his search purpose. The system then automatically 

adjusts the original query by increasing the weight of query terms 

originally contained in documents identified as relevant, and simultaneously. 

decreasing the weight of query terms contained in the nonrelevant document 

set. This process can, of course, be repeated several times, and results 

each time in a modification of the query in the "direction" of the document 

set termed relevant, and away from the document set tenned nonrelevant. 

The results of two iterations performed with 2k search requests 

processed against the IRE - 2 collection are shown in Fig* 15* The first 

step of query modification is seen to result in a large-scale improvement 

in retrieval effectiveness, while the second iteration provides a smaller, 

but still pronounced increase in effectiveness. 

Realistic tests of iterative search techniques can only be made in a 

real-time environment with adequate time-sharing equipment. The initial 

tests performed so far do, however, suggest the following rule: 

Rule 9 : Iterative search techniques, based on feedback 

information supplied by the user as a result of 

previous retrieval procedures, appear to offer 

major promise for more effective search operations. 

H) Summary 

The principal conclusions resulting from the tests conducted with 

the SMART system are summarized in Fig. 16. These results suggest that 
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Overall Evaluation Results 
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future information centers will make use of automatic text analysis rather 

than manual subject indexing. Among the techniques likely to be 

implemented in practice are the synonym recognition and phrase generation 

methods made possible by thesauruses and phrase dictionaries, and the 

statistical term-term association procedures. Document identifiers maybe 

expected to be based on document abstracts, or longer document excerpts, 

and weights will be assigned to improve retrieval performance. A variety 

of additional techniques including expansion by subject hierarchies and 

automatic syntactic analyses may be used under special circumstances but 

their general applicability is still unproved. 
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