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S.1 Introduction

Information science has traditionally been concermed with
methods of storing and accessing words so that classes of
orthographically similar words can be retrieved.

As Long ago as 1961 Bourme and Ford published a review
called "A study of methods for systematically abbreviating
English words and names' [1]. Since then many other tech-
niques have been described and tested. These techniques
were reviewed by Hall and Dowling imn 1980 [2]. We describe
these techniques as word representation devices as they all
share a similar function: to represent a word in such a way
as to facilitate the retrieval of orthographically similar
words. These devices can be used for the retrieval of
misspelt words, but have also been successfully used to
broaden retrieval. -

5.2 N-grams
5.2.1 Definition and applications

AN n-gram is a substring of a word, where n is the number
of characters in the substring. Digrams, trigrams and
tetragrams have been used. The assumption i1s that words
which have a high proportion of m-grams in common will be
similar. Raising the threshold for the proportion of n-
grams in common i1ncreases precision but decreases recall,
and vice versa. The length of the n-gram strings which are
used will also influence recall and precision; the Longer
the string, the smaller the number of words which will
contain that string. At the other extreme i1s the "1-gram”
("monogram"?).

N-gram representation has two applications. First, i1t can
be used for spelling error detection. The word "sociology’
produces this set of tri-grams: "-so', "soc", "oci', "cio",
*iol", "olo", "Log", "ogy"', and "gy-". Its misspelling
*socialogy" produces "-so", "soc', "oci', ‘cia*, "ial",
*alo", "Log", "ogy", and "gy-". Since six out of nire
trigrams are identical, orme could assume that the two words
are related as the orthographical similarity is high.
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Seeond, it ean be used teo detect words which are morpho-
logically similer in the hope thet they will alse be semen-=
tically related. B trigram representation of the weord
‘cegnitien®, for exemple, preduces the trigrems: °-ee°,
‘eeg’, "egn’, “gni®, "mit?, “4td°, °kie®, "dem®, "em=°.
‘Cognitive” preduces °"-co°, °cog®, “egn®, °gni®, °mit°®,
Pitd®, 2¢div?, Pdve’®, amd “ve-=". [Hgein, since six eut of
Pine trigreams are ecemmen te the twe werds, ene ceuld assume
thet the two werds ere releted.

There are, Rhowever, certein disadvantages te the use ef m-
greams. Words whieh are orthogrephicslly very similer ean
be semanticelly dissimiler. Freund and Willett (3] cite
the exemple of °ruAning® and ‘eurning”® C(180). .In ether
instences, words mey be retrieved, which, through the
addition @f arffixes, ere oppesit® te the gquery term (Ffor
example °sppeer® end “disspp@er®d.

A useful survey of previeus N-grem experiments is provided
by Zsmora, Polleck and Zemore [(4). The first instance of
n-grem analysis proper was published by Rdemsen and Bereham
[S); they based their work oen the sssumptien that °the
cherecter strueture of @ werk is se related te its semantic
content gs to meke this @ useful basis for esutometic cles-
sificeation ef werds®. Inter-word similerity coefficiemts
were used @s @ basis for @ clustering of words; they {ound
that this led te intuitively ressonsble groups of words. R
small group ef methemeticel titles were elustered by their
constituent digrems. (This preecedure was tested by Willett
€Bl; he foeund that it geve peor results with the Creanfield
te@st celleetiom.d

§5.2.2 Use of n-grem techniques te impreve retrievel

Lennon amnd others (7] creeted & dictionery fTrom the terms
in the titles of the Cranfield test collectien; these terms
were them represented by lists of constituent di-grams or
trigrems. Easch of the terms in the 225 experimental
gueries were then similerly represented by di-grams end
trigrems and matched egainst each of the werds in the
index. JIndex terms with ® similerity coefficient grester
than some thresheld velue were comsidered te be veriants of
the guery term and autometically =dded to the query; the
expanded gqueries were then used for searching the file of
decuments in the nermal way. Retrieval experiments gave a
level of retrievel effectiveness which was at least
comparable with the levels cbteimed frem & range of con-
ventional stemming algerithms .

Freund arnd Willett (3] sdepted the inverted file structure
described by Noreault and others (8] which demonstrated
that sueh @ structure could be used for the calculetion of
similerity co-efficients and for the production of ranked
autput. Freund end Willett used a& dictienary of 12,000
terms; each entry im the inverted file comsisted of am n-
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gram and a pointer to a List which contained the term
numbers for each occurrence of the n-gram in the inverted
file. The procedure separates the search word into its n-
grams, identifies the appropriate Lists in the inverted
file and, fimally, "adds" or merges the Lists in order to
identify the number of n-grams common to the query term and
to each of the words in the file.

Freund and Willett used the Dice similarity coefficient to
compare the similarity of the search terms with the index
terms. These index terms were then presented to the user
for possible use as query expanders. In their tests, even
with the Lowest threshold, there were usually Less than 20
words for the user to choose from. Freund and Willett
accept that this would be unwieldy with a Larger file such
as a lLibrary catalogue (3, p183).

5.2.3 Use of n-gram techniques to detect spelling errors
Several ditferent methods have been used.
N-GRAM FREQUENCY TRBLES

Morris and Cherry [3, 10] extracted digrams and trigrams
from text words and used them to create frequency tables.
The text words were then checked against a small dictionary
of common words collected from about ome million words of
technical text. The statistics were used to calculate an
index of "peculiarity” for the ummatched words and used to
rank the ummatched words on the basis that those most
likely to be misspelt would appear at the start of the
List.

Cormew [11) also used digram frequency tables to convert

an unknown text word to the dictiomary word 1t most closely
matches. The mew word 1s then Looked up i1n the dictiomnary
and the process repeated until a valid word is found.

A similar method has been used by UlLlmamn [12]. He used n-
grams to convert each unknown word to the most similar
dictiomnary word; this method canm find all dictiomnary words
that differ from a given word by up to two errors. AN n-
gram method is also given for correcting up to two sub-
stitution, inmsertion, omission and tramsposition errors
without doing a separate computation for every possible
pair of errors. Its application is Limited, however, as 1t
is described only for six-letter words and 1t is dependent
on the use of special hardware.

PERMISSIBLE SYLLARBLE SEQUENCE COMPRRISON

Nussbaum and Schek [13] used automatically generated

tables for error detection which describe permissible
syllables and syllable sequences based on clusters of
acceptable i1mitial and terminal Letters.
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INVALID TRIGRAM DETECTION

Much useful work has been dorme as part of the SPEEDCOP
project on spelling error detection and correction [4, 14,
15, 161.

The method of trigram spelling correction used by the
SPEEDCOP team differed from previous work in that it used
direct measures of the trigram error probabilities rather
than relying on the frequency of of trigrams.

The rationale behind the SPEEDCOP experiment was that mis-
keyings and missnellings would contain invalid trigrams. R
study (4] was designed to determine 1f there is sufficient
difference between the trigram compositions of correct and
miskeyed words for keying errors to be detected. The
motivation was tine fact that if word boundaries are
included there are 18,3854 possible trigrams using the
English alphabet, but only a small proportion of these
trigrams actually occur in text. Hence it is a reasonable
assumption that many misspellings will contaimn invalid
trigrams. In fact many misspellings do mot contain
*invalid" trigram: - the transposed miskeying "dictoinary”
for example. Experiments revealed, moreover, that the
method gave inaderuate recall and precision whatever the
threshold chosen.

The authors suggest that it might be better to use syllabic
n-grams rather thamn trigrams. Using positional and co-
occurrence information about trigrams could also improve
precision and recall. This would have the advantage that
i1t may be possible to determine the positiom of am error in
a misspelling. KR word is assumed to be misspelt if 1t
contains two comnsecutive trigrams with error probabilities
greater tham some threshold. This method determines the
error Location accurately to withimn ome character in 94% of
instances, although i1t cammot distinguish accurately
between different error types.

POSITIONAL N-GRAM ANALYSIS

Riseman and Hanson examined the effectivemess of various
methods of using contextual information to detect and
correct keyboard errors [17]. They used positional
"binary" n-grams to detect miskeyed words, establish the
position of the error and in some cases to determine the
character which can correct the word.

Riseman and Hanson contend that while positiomal n-grams
require more storage, the process of collecting and storing
contextual information i1s simplified and computational
complexity is reduced. Moreover, positional information 1is
more compact thanm probability informatiomn about n-grams.
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Carlson [18] used positiomal trigram probabilities to
correct errors 1in English first names and fix the position
of the error; an error correction rate of 95% was achieved.

5.2.4 Different values of n

The value of n has a strong influence on all n-gram
techniques.

If n-grams are to be used in a spelling error detection
system then a high value of n is more Likely to make
erroneous spelling produce "peculiar® n-grams. This is
certainly not always the case ("socialogy" generates
acceptable n-grams for any value of n). But if the object
is to find as many words as possible of which this may be a
misspelling, thenm n should be orme or two.

The problem is different if n-grams are being used to find
words which are morphologically similar. In this case, the
value of n should presumably be rather close to the average
Length of syllables: 1.e. n should be two, three or four.

In practice, computing storage and processing requirements

are an important factor. Substantial storage is meeded if
an additional index of "long" n-grams is to made from an
imitial inverted index. Several experimenters have used

trigrams because they represent a compromise between di-
grams which are often inadequately "strong" and tetragrams,
of which there are a great many.

5.2.5 Effectiveness tests

Lennon and others [7] evaluated the effectiveness of a
similar technique to that used by Hdamson and Boreham [5].
Index terms with a similarity coefficient greater than a
threshold value were considered to be variants of the query
term and automatically added to the query; the expanded
gueries were then used for searching the file of documents
in the normal way. Retrieval experiments demonstrated that
this procedure gave a retrieval effectiveness which was at
Lleast comparable with that obtaimed with a range of
conventional stemming algorithms.

N-gram measures seem usually to have been used in
experiments with rather small files. The method used by
Lennon and others was reliant on the matching of the search
term with every term in the file.

The technique used by Freund and Willett (3] performed with
reasonable accuracy on their 12,000-word dictionary but it
would probably meed to be modified if 1t were to be used 1in
a much Larger Library catalogue. Freund and Willett point
out that the use of trigrams can lLead to an unacceptably
Large number of mnon-related items, especially 1f a Low
similarity threshold is used. They feel however that *the
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numbers of indexed terms retrieved using trigrams is quite
acceptable for rapid visual inspection at a terminal® [3,
p182]. Using digrams rather than trigrams sometimes
retrieved a very large number of words.

Experiments conducted with the SPEEDCOP system demonstrated
that the invalid trigram method gave inadequate recall and
precision whatever threshold is chosen. The authors sug-
gest that the adoption of a more sophisticated error
detection measure which might use syllabic n-grams rather
than trigrams or use positionmal and co-occurrence infor-
mation about trigrams could improve precision and recall.
Trigram analysis has the advantage over the use of a
dictionary in that it is sometimes possible to determine
the position of an error in a word. This is inherent in
the method used since a word is defimed as misspelt if it
contains two comnsecutive trigrams with error probabilities
greater than the threshold selected. The trigram analysis
method determimes the error Locatiom accurately to within
one character in 94% of instamces, although it cannot
distinguish accurately between different error types.

Riseman and Hamson [17)] compared a binmary positional tri-
gram correction procedure with a8 dictionary Lookup
procedure. They used a fairly lLarge set of six Letter
words. The positional trigram method was nmot quite so
effective in correcting errors as the use of a complete
dictionary, but the detectiomn and correction rates were
high enough that the differemce was margimnal. They
conclude that, i1f the dictiomnary is fairly Large, the
trigram method is computationally faster and occupies Less
storage. However, they assume that the entire dictionary
has to be searched. This is only the case i1f no assump-
tions are made about the type and nature of the errors. In
practice, dictionaries are stored in such a way that com-
paratively small Llists of candidate corrections for most
erroneous words can be found rather quickly.

5.3 Soundex, soundex-type and other abbreviation codes
5.3.1 Definition and applications

Soundex was patented as a clerical technique for the manual
coding of mames. It was designed to help in the retrieval
of misheard or misspelt names. There have been many
modifications of the origimnal Soundex procedure for
different applications, and several programs have been
published [19, 20, 21]. The name has come to be used for a

wide variety of word representation techniques. (When used
generically we write 1t as "soundex"' by analogy with
‘hoover"). Unlike n-grams, which represent a word by a set

of character strings (and so greatly expand the original
number of characters), soundex-type codes represent a word
by 1ts most significant characters (and so reduce the
original number of characters). The origimnal Soundex
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represented names phonetically. It retained the initial
Letter, removed vowels and a few other lLetters, replaced
consonants by codes for phonetically related groups,
removed repeated codes, and finally truncated the name at
four characters. Many, but not all, soundex-type pro-
cedures are also phornetically based.

The most appropriate application for a soundex type
representation code is in finding candidate replacements
for misspelt and miskeyed words.

5.3.2 Use of Soundex-type codes: a survey

Tests conducted by the Domimion Bureau of Statistics of
Canada (22, 23] demonstrated that while Soundex compared
favourably to other codes it did not perform adequately
with non-Western names. Soundex was designed to retrieve
words after errors in hearing rather than keying and
spelling errors. Even so, it is easy to find mames which
present retrieval problems - "Rogers® and "Rodgers® for
example. Fenichel and Barmett [24], quoting Rlberga (251,
point out that there is some evidence that written spelling
errors are often misconstructed from the correct forms by
the same errors as phonetic errors of hearing.

Davidson [25] used a soundex-type algorithm to encode the
names of airlime passengers in order to cope with misheard
names. The Davidson code is not phonetic: i1t was felt that
the international scope of the mames to be included would
make the phonetic equivalences of certain Letters difficult
to standardise. Apart from this it i1s almost identical to
Soundex, except that there i1s a fifth character which
contains the imitial of the first foremame, i1f known.

Blair [27] tried a soundex-type coding scheme which aimed
to retain the differimg amounts of information associated
with differemnt relative positions in the word and with
different lLetter frequencies. The highest weight is given
to the first Letter, followed by the Last Letter, the
second letter, the mext to the Last Letter and so on. Each
Letter was scored by combining its positional score with
i1ts Letter-frequency score. The "lLeast important® Letters
were then deleted until the required code Length was
reached.

Blair'’'s code correctly identified 839 out of 117 misspelt
words and incorrectly identified two. Errors arose either
because the word was nmot in the original wvocabulary or
because the misspelling was so extreme that i1t gave rise to
a different abbreviation. Blair suggests correcting the
first type of error by adding it to the vocabulary when it
1s updated. The second type of error is corrected by
creating a special index in which the correct spelling of a
problem word, and its abbreviation, are identified by a
Link.



§ Fuzzy metching end spelling correction

Damerau’s technigue for the cemputer detection and
correction of spelling errors is described in [28]. His
method essum@s thet @ werd which cernnet be fownd in &
dictionery Ras &t mest one errers inspection of keyboard
errers in & retrieval system showed that ever 80% of errors
were caused by & wroeng, missing eF extre letter or @ single
trenspesitien. His procedure woarks by assuming that any
one ef these errors might heve eceurred. It reverses all
pessible errors of these types in unidentified werds until
8 dictienary match is er is met Ffound.

Tests with ® colleetion of common spelling errers Cof the
four types ebeove) gave @ suceess rate of ever 95%. Demerau
cempeared Ris teehnigue to that of Bleir and, for the corpus
of cemmen misspellings, similer results were ebtained.
Bleir’s technigue, perheps net surprisingly, could Pret deal
wi th meehine-gerbled text. The computetienal cost is Aot
given but is likely to be substantial given the extensive
Letter comparisens which heve te be made.

Bourne end Ferd (1) summerised different methods Yeor
ebbreviating woerds systemetically. They tested the
performeance of thirteen basie teehrigues in the retrieval
of technicel documents Trom & collection at the Stanferd
Research Institute. This is still & useful survey of
ebbreviatien technigues, but they did net consider the
effectiveness of the technigues either Tor metehing
misspellings er for increesing recall.

For metehing misspelt persensl nemes, Greentield (28]
compared the Seundex cede, the Davidson code, exect meme
searching and & seearch en secondary charecteristies sueh as
dete ef birth, sex or age. The test empleyed wes that of
finding duplicet® records in & detabese.

Of the codes, Deavidson geve @ slightly better Rit te
mismeteh reatie themn even the exect surneme techrigue did,
and gave 2.3 times fewer mismatches than did Seundesx.
Soundex did preduce a slightly higher number of true
matehes than Devidson but the difference was negligible.
Breenfield cerncludes that °...Devidson’s is the techrnigue
ef cheice® (28, E233), but he mekes suggestions Tor
impreving its performence. For exemple, Devidson missed
fourteen meatehes coerrectly mede by Seundex: ef these,
Davidsen misse@d @ight because the letters °m° and °n° were
net merged. These results de met confirm reservations
expressed by Meere [30] that Devidson would preduce mere
felse negetives then Soundex. OBreenfield dees Ret test a
modifieed Devidsen code.

G-
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5.4 Fuzzy matching in online catalogues
5.4.1 Spelling correction

Reasons for providing a method to deal with miskeyings and
misspellings were given in 2.4.3. This section discusses
the methods which can be used and how they should be

of fered.

One problem in online catalogues is when to assume that a
word or phrase is misspelt. If the Lookup procedure 1is
able to determimne that there is a unique key which is a
near match with the user'’s key then there may be no rneed to
perform any correction. This would apply particularly to
phrase-matching systems. Where there is a single subject
heading or mname or title which matches on all except the
Last few characters of the user'’s key, this should be
offered as a match (with perhaps an umnobtrusive message to
the effect that "this doesn’t exactly match your search").
We do not kmow of any catalogues which can do this. It can
be rather demanding on computing resources, involving
stripping off final characters and shuffling around in the
index.

Even with keyword access, if a title or subject word is not
found but the proportion of words which have index matches
is high enough, then the result of a8 successful RAND on the
words which are found has a reasonable chance of being the
sought item. The original Okapi system would do this.
Better precision may be obtaimed by using an inverse word
frequency weighting (giving a higher weight to "rare’
words). In the SWALCAP LIBERTAS system, a "motional*
weight i1s assigned to words which are nmot found in the
appropriate index, and a search missing a word can still
succeed, although the user will be warned that the i1tem(s)
found do not match the search exactly.

Spelling correction in online catalogues should also take
into account the fact that spelling errors vary according
to the type of search. Tranmsaction Log amnalysis of Okapi
'84 [31] showed a marked difference between errors in
specific item searches and subject searches. In specific
item searches users are often copying from a printed
source. In particular, there are rather few errors in
personal names, and they are more Likely to be phonetic or
spelling mistakes than keying mistakes. In subject
searching miskeyings predominate, and they are frequent.

The simplest method of dealing with search terms which are
rnot found is to report a failed search, leaving it to the
user to re-enter the search appropriately. Many users do
not notice that they have made a mistake and often Leave
the catalogue assuming that the sought i1tem or subject is
not in 1it. Hence this option, or "mon-option", which 1is
what most current keyword-type catalogues provide is
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insupportable.

The next Level is to provide a specific message about each
word which was not found. Users still have to re-enter
their search, but at least they know why i1t failed. R few
current catalogues do this.

If a suitable fuzzy matching procedure is available the
same result can be reported to the user together with an
option of looking for "similar® words (or names). This was
tried, although not on "real users, in an intermediate
version of Okapi.

5.4.2 Spelling correction using n-grams

The work of Freund and Willett (3] has been discussed in
5.2.5 and 5.2.6 above. It was primarily desigrned to
improve recall by using n-grams to retrieve variations of
root forms. N-gram representation has been used, however,
in the detection and correction of spelling errors, notably
in the SPEEDCOP project. This project has considered both
the use of mn-gram amalysis and dictionary Look-up for
spelling correction purposes. The use of dictionaries will
be considered Later as this i1s technically differemt from
the use of algorithms.

None of the experiments which have been described have been
applied to Library catalogues. The SPEEDCOP experiments
were used in the batch editing of chemical information.
There are at Least two importanmt ways in which spelling
correction in an online catalogue differs from the SPEEDCOP
environment. First, correction has to take place in real
time with Llimited computing resources. N-gram techniques
which need a Large amount of computer storage space and
processing time are unlikely to be adaptable for use in an
ontine system. Secondly, it is possible that this tech-
nique 1s particularly well suited to a "hard Language"
scientific disciplime where the lLanguage is generally well
stiructured and umambiguous; n-gram analysis of the Language
of other fields of knowledge may might be comnsiderably Lless
profitable.

It should be noted that even with the advantages of working
with hard language information, and being able to disregard
the considerable problems of designing a suitable inter-
action, the method gave inadequate recall and precision
whatever the value of the matching threshold. The asuthors'’
suggest that the adoption of syllabic nm-grams rather than
trigrams, or the use of positiomal and co-occurrence infor-
mation about trigrams, would improve precision and recall.
However, the Llatter would probably increase storage
requirements.

To summarise, although n-grams have been used experi-
mentally, 1t i1s mot at all certain that they are suitable
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for use 1in the online catalogue of a gemeral Llibrary.
5.4.3 Soundex-type codes in online catalogues

Untike nm-gram technigues, soundex-type devices have been
used 1n experaimental onlinme catalogues.

The\BibLiographic Rccess and Control System (BRCS)
developed at the Washington University School of Medicine
Library includes a facility which will Look for approximate
spellings in the author, title, subject and series fields.
If mo records are found from an implied Boolean AND, then
the system automatically looks for approximate spellings.
It uses a simple soundex-type algorithm which drops
trailing "s", doubled comsomnants and vowels other than
initial vowels [32].

This procedure is automatic and displays a helpful message
to the user "Trying approximation search" before showing
records which contain approximately matching words. BRCS
is notable for 1i1ts simplicity and its cordiality, making
few demands on the user. No tests on its effectiveness
appear to have been conducted. BRCS i1is used in a medical
Library. Medical Language may be particularly appropriate
for soundex-type processing as it is regular in word
construction and umnambiguous 1in application. Problems of
spelling correction will be more complicated im a general
academic Library serving a much wider population and
covering a wider range of subjects areas.

The retrieval system which has been developed at Massa-
chusetts General Hospital [24] also attempts to correct

spelling and typing errors. If mo match is made even after
the user’s term has been stemmed then a two phase process
1s used. This process first i1dentifies similarly spelt

words in the database, and themn interacts with the user 1in
order to see if ariy of these words were the intended word.
It uses a soundex-type scheme which deletes vowels,
"singles" repeated comnsomnants and conflates similar
sounding consonants to a camonical representative of that
class. This 1i1s supplemented by a dictionary of common
misspellings, altermnative spellings, and mnon-preferred
terms (which are stored but mot displayed to the users to
avoid encouraging their use). The dictionary also includes
obscenities which are stored as terms so that they camn be
ignored and not printed on the screen.

Even after approximate matching, the process does not
demand an exact match; a match is achieved if the first few
characters are identical and the length matches to within a
margin of 20%. The user may specify that the search be
restricted to certain indexes (1t can distinguish, for
example, between the names of drugs, anatomical terms,
Laboratory test, and therapies). The process finds approx-
imate matches for about half of the searches which fail to
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fimd an exect or stem meteh.

The authors repoert thet in mest instences enly oRe term is
found but eccecasierally up to twelve meteches are made. When
this heppens, the user is asked which term (if amyd is
correct. Bbout B0% ef the suggested seerches are sceepted
by the uvsers although the lLegging procedure cannet estimete
whet prepertion ef these suceersses correspend te the users’
eriginal iRtent and whnet propertieon are sceEpted as

al terrative and rovel terms. B review ef use ever fFeur
menths demenstrated thet S2% of seerches Tound metches of
som® sert at ene of the three stages.

The asuthers do Ret state whether Llibrery staff er users
regerd & suceess rate of sbeout half as being satisfeetery,
ner & pereentege figure fer searches which lbeecste mere than
orne mateh. Both of these fectors will be impertant for the
overall sucecess of the feeility.

The Peperchese system at Beth Isreel Hospital in Beston
also tries te be telerent of spelling errers. One of the
Peperchase design ebjectives was to allew the user to enter
whatever seems natural; this was based en the prependerance
of ebbreviations and scronyms in medical litersture. The
system attempts te mateh what is typed te items im the
datebase by spplying metheods which ® persen might use. The
mein technigue is te Lecek for pertial meatches o words ;
thus NEW EN JOUR MED would retrieve NEW ENGLEND JOURNIL OF
MEDICINE after attempting this metehing techmigue. If the
truncatien ef woerds feils then the order oFf words is made
fuzzier end individuel woerds iR assumed phrases are rotated
[3313.

B different and more® sephisticated spprosch is teken by the
LEXICON informetion retrievel system [34). It uses & two-
step procedure consisting ©f & modified Soundex system
(with & relatively low thresheld) foellewed by & high
thresheld system. This should sutomatically correct B0-70%
of the errers encountered [35]. This cerrection rate is
slightly better then thet schieved at Messschusetts Genersl
Hospital ("abeut Ralf®d.

B alternative application of Seundex hes been suggested
for use in & libreary whnieh is meving ewey frem the concept
of uniferm Reedings. It hes been compared toe standard
metheds of autherity centrel: “Seuvnd based coding focuses
on the similerities Ffound =meng the many forms of & Pneme
thet @ persen might use when seerching @ deatabsse and
brings them together for & searcher’s perusal® (36, p132J].
This seunds reather Llike =n attempt te eveid proper cross
referencing. Before essuming thet @ user'’s word of PReme is
a mistake, it should be looked up in & list of °rem-
preferred”® forms. If found, the sesrch should sute-=
matically be directed te the receerds indexed under the
‘see” reference.

=y



S5 Fuzzy matching and spelling correction

References

1

10

11

12

BOURNE C P and FORD D F. R study of methods for
systematically abbreviating English words and names.
Journal of the Association for Computing Machinery 8,
1961, 538-552.

HALL P R V and DOWLING G R. Rpproximate string matching.
Computing Surveys 12 (4), December 1880, 381-402.

FREUND G E and WILLETT P. Onlirne identification of word
variants and arbitrary truncation searching using a
string similarity measure. Information Technology :
Research and Development 1, 1882, 177-187.

ZEMORA E M, POLLOCK J J and ZAMORA RA. The use of trigram
analysis for spelling error detection. Information
Processing and Management 17 (6), 1881, 305-316.

ADAMSON G W and BOREHAM J. The use of an association
measure based on character structure to identify
semantically related pairs of words and document titles.
Information Storage and Retrieval 10, 1874, 253-260.

WILLETT P. Document retrieval experiments using indexing
vocabularies of varying size. II. Hashing, trumncation,
digram and trigram encoding of index terms. Journal of
Documentation 35 (4), Dec 13973, 296-305.

LENNON M and others. An evaluation of some conflation
algorithms for Information Retrieval. Journal of
Information Science 3, 18981, 17/7-183.

NOREARULT T, KOLL M and McGILL M J. RAutomatic ranked
output from Boolean searches in SIRE. Journal of the
American Society for Information Science 28, 1977, 333-
339.

MORR1IS R and CHERRY L L. Computer detection of typo-
graphical errors. Bell Laboratories Computing Science
Technical Report, 18, 13974.

MORRIS R and CHERRY L L. Computer detection of typo-
graphical errors. IEEE Transactions Professional (Com-
munication PC-18 (1), 54-63.

CORNEW R W. A statistical method of spelling correction.
Information Control 12, 1968, 73-93.

ULLMANN J R. A binary n-gram technique for automatic
correction of substitution, deletion, imsertion and
reversal errors in words. Computer Journal 20, (2),
1977, 141-7.

-53-



13

14

18

18

17

18

18

20

21

22

23

24

ZS)

27

S Fuzzy meteching end spelling correctien

NUSSBRUM R eand SCHEK H J. Qutometiec error detection im
nreturel lengusge words (Repert TR 78.06.005). IBM
Heidelberg Scientifiec Center, 1978.

POLLOCK J J end ZEMORR @. Collectien and cheracter-
ization af spelling errers in scientifie and scholarly
text. Journal of the Americean Seciety for Informetion
Science 34 C1), Jan 1883, S51-58.

POLLOCK J J =nd ZEMORE Q. System design fer detection
and eorreetion of spelling errers in seientific and
schelarly text. Journal of the Bmericen Seciety for
Infermotion Science 35 C(2), 1884, 104-109.

ZBMORA B. Autcmatic detection and correction of spelling
errers in @ large date bese. Journal of the Americen
Seciety for Infermetion Science 37 C1), 1880, 51-57.

RISEMEN E M and HENSON B R. B contextusl postprecessing
system for errer correction using bineary n-grams. IEEE
Trensections en Computers C-23 (S), May 1874, 4680-4393.

CURLSON G. Technigues fer replecing charscters that are
gerbled on imput. In: 7966 Spring Joint Comput .
Conference, BFIPS Conference Proceedings 28, 1966 .
Washington BDC : Spartan, 1966, 169-192.

MUNNECKE T. Give your cemputer an @ar fer nemes. BYTE §,
May 1880, 196-200.

CLARKE 0. Sounds femilier. Precticel Computing 7,
Februery 1884, S90-83.

JACOBS J R. Finding words that seund alike : the Seundex
algoerithm. BYTE 7, March 1882, 473-474.

SUNTER B B. Q@ Stetistiecel Bpprosch toe Record Linkege
Ottowa : Dominien Buresu of Stetistics, 1967.

SUNTER B B and FELLEBI I P. Bn Optimel Theory of Record
Linkege. Ottowe : Dominien Buresu of Statistics, 1967.

FENICHEL R R and BRRNETT 6 0. Bn spplicetion-independent
subsystem for free-text analysis. Computers end Bio-
medical Resesarch 9§, 1976, 159-=167.

BLBERGA € N. String similerity &nd misspellings.
Communicetions ef the ACM 10 (S), May 18867, 302-313..

DEVIDSON L. Retrievel of misspelled newmes imn an airlines
pessenger record system. Communicetions of the QCM S
(33, Mereh 1962, 189-171.

BLRIR C R. B program for eerrecting spelling errors.
Infermetion end Contrel 3, 18680, BU-67.



28

29

30

31

32

33

34

35

S Fuzzy matching and spelling correction

DAMERAU F J. R technique for computer detection and
correction of spelling errors. Communications of the ACM
7 (3), March 1964, 171-176.

GREENFIELD R H. An experiment to measure the perfaormance
of phonetic key compression retrieval schemes. Methods
of Information in Medicine 16 (4), 1877, 230-233.

MOORE F J. Mechanizing a large register of first order
patient data. Methods of Information in Medicine 4,
1965, 1-10.

JONES R M. Improving Okapi : transaction Log analysis of
failed searches in an online catalogue. VINE 62, May
1886, 3-13.

KELLY B and others. Bibliographic Rccess & Control
System. Information Technology and Libraries 1 (2), June
1982, 125-132.

COCHRANE P RA. "Friendly" catalog forgives user errors
no lLibrarian intervention necessary on dream onlLine
system called "Paperchase". American Libraries 13 (5),
May 1882, 303-306.

JOSEPH D M and WONG R L. Correction of misspellings and
typographical errors in a Free-Text Medical English
Information Storage and Retraieval System. Methods of
Information in Medicine 18 (4), 13738, 228-234.

WONG R L and others. Profile of a dictionary compiled
from scamning over one million words of surgical
pathology narrative text. Computers and Biomedical
Research 13, 18980, 382-398.

ROUGHTON K G and TYCKUOSON D A. Browsing with sound
sound-based codes and automated authority comtrol.
Information Technology and Libraries 4 (2), Jumne 1385,
130-136.

-55-





