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I. The Cornell Implementation of the SMART System

D. Williamson, R. Williamson, M. Lesk

Abstract

The systems organization of the SMART programs is discussed as im-
plemented for operation in a batch processing mode on the IBM 360/65.
Covered in particular are the basic input and text analysis routines, the
document clustering programs, the search routines and the feedback opera-
tions. Sample computer output is shown in each case to illustrate the

operations.

1. Introduction

The SMART system is designed for the exploration, testing and mea-
surement of proposed algorithms for document retrieval. The system takes
documents and search requests in English, performs a fully-automatic con-
tent analysis of the texts, matches analyzed documents with analyzed search
requests, and retrieves those stored items believed to be most similar to
the queries. The request authors (users) can submit information to improve
their queries (relevance feedback), and this information is used by several
experimental procedures to improve search results. The time required to
match large collections of documents to requests can be reduced by grouping
these documents (clustering) and matching requests against a representative
of the entire group. Finally, exhaustive evaluation procedures can be used
to ascertain the effectiveness of various methods used in searching.

Several important criteria are incorporated in the implementation
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of the SMART system. [1] The requirement for mixing different processing
methods, such as clustering, relevance feedback, and searching, implies that
the programming system should be written in terms of many small blocks, in
such a way that any one process would be synthesized by assembling several
blocks into one unit. In this manner, not only can a process be carried

out using many different combinations of methods, but a change in any part
of the system does not require major alterations of the other parts of the
system. The fast processing speed necessary to process large collections is

gained by making it possible to process several queries in parallel.

2. Basic System Organization

The SMART information retrieval proéess can be divided into five
basic sections: the input of printed text, the grouping of documents for
searching purposes (clustering), the selection of a group of documents to
be searched, the searching of the document group, and the evaluation of the
search.

The printed text specifying the queries and documents must be con-
verted into a form more easily handled by a computer. For this purpose
various automatic language analysis devices can be used which reduce each
query and document to "concept'" vector form.

To produce fast searching algorithms, documents can be grouped into
classes of similar documents. The grouping (clustering) is done by placing
documents containing similar concepts together, into the same group; a repre-
sentative central item is then constructed for each group.

The search of a document group (cluster) is done by first matching

requests against clusters. Certain clusters are picked as most likely to
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contain documents of interest. These documents are then searched in the
normal manner, one item at a time. After seeing some retrieved documents, the
requestor can modify his request, either by physically changing it, or using
the requestor's relevance assessments to automatically modify the query.
Several measures of retrieval performance are computed to evaluate
each search. The sign test, T test, and Wilcoxon Rank Sum test are also used

to determine the significance of the evaluation measurements.

A) Input of Printed Text

The first section involves the reading of text (e.g., abstracts,
queries) and the conversion of a given text into numeric concept vectors
with weights. The conversion process may involve the use of suitable dic-
tionaries, thesaurus, and other language normalization aids. At present,

a relatively simple PL/1 program is used to implement this section. A more
flexible Fortran IV program is planned for later implementation as described
in report ISR-14 [2] and included in the system flowcharts, part 4 of the
report.

The presently available text-handling program, LOOKUP, is a
procedure which performs dictionary lookups on a large IBM 360-series com-
puter. It accepts a dictionary, suffix list, and texts and produces '"con-
cept vectors" for the texts. Words missing from the dictionary are also
processed. The algorithm is essentially that of Sussenguth [3] although
the tree structure storage format is not used. LOOKUP is designed primarily
for ease of programming, and is coded entirely in PL/1.

The overall operation of LOOKUP is divided into three parts. First,
the dictionary and suffix list are read into memory, sorted alphabetically

and necessary initialization is performed. Secondly, text is read in, divi-
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ded into words, and the words looked up in the dictionary and suffix lists.
Third, the concept numbers derived from the words in each document are
sorted and condensed into a properly weighted vector. The vector can be
printed and/or stored in machine-readable form. The lookup program finds
a match between an input word and a dictionary entry under the following

conditions:

1) the word exactly matches a dictionary entry; or

2) it matches a dictionary entry with a final "e" dropped

and a suffix beginning with a vowel added; or
3) it matches a dictionary entry plus a suffix; or

4) it matches a dictionary entry with a final "y" changed

to "i" and a suffix added; or

5) it matches a dictionary entry, with a final consonant

doubled and a suffix added.

When several possible matches are found, the match involving the
longest stem is preferred; within stems of the same length, preference is in
numerical order as above. Thus, if "cop", "cope", and "“copy" are all stems in
the dictionary, and all normal English suffixes are included in the suffix
list, "cops" is found from '"cop" under rule 3; "copes'" or '"coping" is found
from "cope" under rule 2; '"copying" from "copy'" under rule 3; 'copies" from
"copy" under rule 4; and "copper" from '"cop" under rule 5. Other morpho-
logical features of Engiish are not recognized; such word pairs as "mouse'
and "mice", "sing" and '"sung'", "fight" and "fought", or "court-martial" aad
"courts-martial" must be entered explicitly in the dictionary if both mem-

bers are tc be recognized. Special rules exist which specify that all stams

must be at least three letters long (to avoid, for example, finding 'wing"
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from "we' under rule 2 or "inning" from under rule 5); furthermore, all
words are truncated at 24 characters.

The program can distinguish titles from the body of the text, if
asked; and it may either split the weight of an ambiguous word among its
concept numbers, or weight all concept occurrences equally. The suffix list
may be omitted from the lookup, in which case only words that exactly match
a dictionary entry can be found; and the programmer may choose whether hy-
phenated words are to be considered as a unit or as separate words. As in
the previous SMART implementations, concept numbers of zero or concept num-
bers of 32000 or more are considered to be nonsignificant and are dropped
from the vector.

Fig. 1 shows a typical output of LOOKUP. First the title is given,
and then the text of the document (or query in this case). The resulting
numeric concept vector is next printed, consisting of pairs of concept num-
bers followed by the respective concept weights (for example, concept 927

with weight 12, 2574 with weight 12, etc.). Concepts are listed in the vec-

tor in increasing numeric order.

B) Document Clustering for Search Purposes

At present two clustering algorithms are in operation at Cornell —

CLUSTR, which uses Rocchio's clustering algorithm (4], and DCLSTR, a varia-
tion of Doyle's clustering algorithm. [5]

Rocchio's clustering algorithm is based on the following methodology:
an unclustered document is selected as a possible cluster center. Then, all of
the other unclustered documents are correlated with it, and the document is
subjected to a density test to see if a cluster should be formed around it.

The density test specifies that at least Nl documents should have corre-



“/cl /908S

$/21 /2L€¢S

_dVHM

4721 /9096
$/21 /€166

$/21 /6066%

XA NVA IR LI,

VA SR AV A A SR AR B0 EERVA AN T A S A

/et /70007 " /CLl /7t0oC

CIVAIINLIIY NCILVWEDANT NI

“/0 /0  %/71 /9096
/21 /69%G /21 /666% 4 /21 /91¢€%

e QUTA JTIN

* __AMO3H1 dN0O¥9 °9°3

SOTLVWIHIVW 12V¥1S8v 40 35N 3IHL

dNoYHo01

$/21 /609G /21 /116¢
4,21 /128% */21 /REEE

vl ONId3
6001

190193

IN0° W3LSAS TIVA3IIHLIY

NOTLVRYOANT NV NI NOISNIINT 404 S3I1D11¥Yv 40 SISATYNY IWNLXILINDD

OMNY VDT LVAWVYO DILVWOLAV ¥Od I¥IHL I¥v SITLITIEISSOd 1VHM
SISATVNYEVD ON1ds

470 /€ $/21./909¢
$/21 76665 /21 7€86% /21 /29L%

INC® IVHEINID N1 IINITIONS IHL NO
* SYOVNINV T M3IHIO NI ONIXIONI ONV 1vA3I1Y13Y

$/21 /866G /21 /68%6
$/21 7698% $/21 /1€6F

4421 /7096 4721 /916G 4721 /696G

/21 /6O%G /21 /0%%S /21 /2%%6S

8OOl

$Y01ID3A

JAVH 11 S300 ONI¥v3g
NOITLVWYOD4NI 39189S30

ONIX3IGRIRVD ONId=

%70 /0
$/21 /%665 $/21 /€466
‘/21 /€625 */21 /890

/21 /686% /21 /L180% */21 /60¢¢

f013¢vd IO LID3IA QMY dSOHOM

/721 /vL1Q2 /21 \hmo

L0001

°* IvA31¥13¥ NI 391
VIHINNG A0S WH0F ONISSIINNE-VIVI N1 C3002 S371211yv ¢}

IHL SNTAYS NIHL ONV *MILINdWOD AS SAIIVd TYNIOI¥O ONTININ¥4 OGNV
ONTHS118Nd Y03 SWILSAS JINNVIA UNV ONIWOM ATINISIHd I91¥ISI0

S¥IdVdLVD

OUNISSTW *1X31 INdNT 4D

NAdYd A8

aNT 98

ONTLSIT

- $¥01D7A

-



I-7

lations higher than a specified parameter pl with the document in question,
and that at least N2 documents should have correlations higher than P,

(p2 is generally larger than pl). This test ensures that documents on the
edge of large groups do not become cluster centers. If the document passes
the density test, thus becoming a cluster center, a cutoff correlation,

P . , is determined from the cluster size limits and the distribution of

min

correlation values. The cutoff correlation becomes pl if fewer documents
than the minimum cluster size (Ml) have correlations above P, - If more
such documents exist, the cutoff correlation is chosen at the greatest corre-
lation difference between M2 adjacent documents, where M2 is the maximum
cluster size.

A classification vector is then formed by taking the centroid of all
the document vectors having correlations above S This centroid vector
is matched against the entire collection, and the cutoff parameters for
cluster size are recalculated to create an altered cluster.

As a result of this process, some documents may appear in more than
one cluster; and some which were in a cluster when the centroid was origi-
nally formed may not remain in any cluster. These documents, as well as
those which failed the density test, are termed '"loose", and those within
the cluster are termed "clustered".

This entire procedure is repeated with all unclustered documents,
the first pass terminating when all items are either clustered or loose.
Figs. 2, 3, and 4 illustrate the formation of a cluster. Document 2 is
first correlated with all previously unclustered documents in the collection

(9 documents of the 82 documents in the collection had previously been clus-

tered around document 1). The correlations are ranked, and the ranks, docu-
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ment numbers, and correlation coefficients are listed in Fig. 2. In the
example, at least 10 documents (Nl) must have a correlation greater than
0.15 (pl), and at least 5 documents (N2) must have a correlation greater
than 0.25. The correlation of document 2 is larger than 0.15 for 19 other
documents, and for 5 other documents the correlation exceeds 0.25. Docu-
ment 2 therefore passes the density test. Ml in this example is 5, and
therefore Prin is calculated by finding the greatest correlation differ-
ence between adjacent documents, starting with the document of rank 5 (at
least Ml documents must be included) and checking differences up to M2
documents (in this case 15 documents). The largest gap occurs between
ranks 7 and 8 — therefore Poin is taken to be 0.2475.

The classification vector (called the centroid) is formed by merging
the document vectors of documents having correlations above Prin (0.2475).
The centroid, composed of concepts and weights, is shown in Fig. 4. This
centroid is then correlated with all previously unclustered documents (Fig. 3).
A second cutoff correlation Prin is calculated to determine which documents
belong in cluster 2. Here the greatest correlation difference (starting at
Ml and checking until M2) occurs between the documents ranked 11 and 12.
Therefore Phin becomes 0.3859, and the top 11 documents are included in
cluster 2. These documents are listed as the "11 Relevant" in Fig. 4.

DCLSTR uses a variation of Doyle's Algorithm. The following descrip-
tion of the algorithm covers the main points. [5] Assume that the document
set is arbitrarily partitioned into m clusters, where Sj is the set of
documents in cluster j . Associated with each set Sj is a corresponding
concept vector Cj and frequency vector Fj . The concept vector consists
of all the concepts occurring in the documents of Sj , and the frequency

vector specifies the number of documents in Sj in which each concept occurs.
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Every concept in Cj is assigned a rank according to its frequency;
i.e., concepts with the highest frequency have a rank of 1, concepts with the
next highest frequency receive a rank of 2, etc. Given an integer b (gggg
value), every concept in Dj is assigned a rank value equal to the base value
minus the rank of that concept. The vector of rank values is called the bro-
file Pj of the set Sj . Fig. 5 illustrates the concept and frequency vec-
tors, and the corresponding profiles for a sample document collection.

Starting from a partition of the document set into m clusters, the

profiles are generated as described. Every document di in the document

space is now scored against each of the m profiles by a scoring function g,

where g(di’Pj) equals the sum of the rank values of all the concepts from di
which occur in Cj . Fig. 5 shows the results of scoring the documents in the
sample collection against the profiles from Fig. 5.

A new partition of the document set into m+l clusters is then made

by the following formula:

5y = {dfetd;,pe) > T4 1<j<m
Hy - [as(H,-T)] if H, > T

T otherwise
where

Hi = max(g(di,Pj))
0 <a f_l

T = a 1s the given cutoff value

Those documents which do not fall into any of the m clusters Sj are called

loose documents, and they are assigned to a special class L . The process is
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Ei. Sl. E—- Ei. 82 C2 F P 83 C3 F3 P3
d d d d d - — |\ — T/
3
3 & 5 6 7 dl ) 3 5 d2 cy 2 5 d6 Cq 1 5
cl cl Cl c3 c6 d3 c2 1 3 du 02 2 5 d7 C6 1 5
c7 c2 08 C8 d5 c5 1 3 c3 1 4 08 1 5
08 03 c7 1 3 cu 1 o
05 c8 2 4 05 2 5
a) Documents b) 1Initial Clusters, Profiles, and Frequencies
Construction of Profiles from Documents
(base value = 6)
Document Profile of Score
Highest Score
dl 2 15
d2 2 19
d3 1 12
1 1 A\l
. : 1 o5 oS
d5 1 9 d3 dl d7 d5
d6 3 5 d2 d6
d7 3 10 dq

b) Resulting Clusters

One Iteration of Doyle's Classification Algorithm
(cutoff = 10)

Fig. 5
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now repeated after replacing Pj by Pg . The iteration continues until

Sj satisfies the termination condition that Sé = Sj (actually S?‘ = S? ,
where S% is the subset of Sj consisting of all those documents that
score highest against profile Pj).

Basically, this algorithm matches documents to existing clusters by
computing a document-cluster score for each document with respect to each
cluster, and placing a document into those clusters for which a sufficiently
high score is obtained. The clusters are then updated to include the new
documents. In each iteration all the documents are correlated with all the
clusters, and the clusters are updated until further updating does not alter
the group of documents in each cluster. This updating is shown in list
form in Figs. 6 and 7. The 12 profiles (clusters) of Fig. 6 are matched
against the documents, and updated to become the profiles of Fig. 7.

It should be noted that the document clustering process can be ex-
tended to the clustering of clusters. That is, if one of the two clustering
algorithms generates m groups of documents, these m groups could be
grouped together, as if they were documents, into n clusters, where
1 <n<m. These n clusters could then be grouped together, and so on,
until a hierarchical cluster tree is formed as shown in Fig. 8. At preseat
no routines for automatically constructing such multi-level cluster trees
exist in the SMART system, although such an algorithm is planned for imple-
mentation in the near future. Both CLUSTR and DCLUSTR generate the first
level of the cluster trees, thus representing special cases of more general

tree construction routines.

C) The Selection of Documents to be Searched

The search process consists of four steps. First a search query is
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defined, either using the author's original query, or a modification of the

original query, in numeric concept vector form. ‘One important modification

consists in using documents judged relevant by the author to modify the ori-
ginal query vector. This process is known as relevance feedback and is d:is-
cussed in part D of this section.

Once a search query is defined, the set of documents to be corre-
lated with the query is selected. SMART provides two options; either a full
search or a tree search may be made. In a full search every document in
the retrieval base is correlated with the query. In this case the selection
of the documents to be searched is trivial — all documents in the collection
are searched.

In the tree search {6], a set of documents is selected by a cyclic
process, using a tree such as that pictured in Fig. 9. At any one time, a
set of active nodes exists in the treej; initially this is the set of roots
(the highest level of clusters). Each node in the active set is compared
with the search query. The 'goodness" of each node is defined from the
relatedness of a query to a node, and from other information about the struc-
ture of a tree; the nodes of the "active" set are then ordered by this
value of a '"goodness'". A subset of active nodes is selected as being most
promising. The corresponding nodes are deleted from the active set, and
the sons of these nodes (if centroids) are correlated with the query and
become a part of the active set. Those sons which represent documents are
then entered onto a list of documents to be used in subsequent correlatiors
with the query. The active set is cyclically reordered and another group
of nodes is selected to have its sons examined until some desired number

of documents are located. The process used to obtain a list of specific docu-
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ments to be directly compared to a query is represented in Fig. 9.

The listing reproduced in Fig. 10 shows an example of input to the
cluster searching routine. The first iteration (Iteration 0) uses a full
search instead of a tree search. The second iteration (Iteration 1) repre-
sents a tree search on the cluster collection '"CENTROID NO MORE" using the
"COSINE'" correlation. The desired number of documents to be selected for

correlation with the query is given by "WANTED'", where "WANTED" is defined

as:
WANTED = "CORDOC" + "TIMALL'" # "ALLOF"
+ "TIMREL" #* (the number of relevant
documents not yet retrieved) + "TIMNMR"
% '"NOMOR"
where
CORDOC implies that at least '"CORDOC" documents will be

correlated in this iteration;

TIMALL "TIMALL" times "ALLOF" (for this iteration) documents

are additionally correlated in this iteration;

TIMREL "TIMREL" times the number of relevant documents not
yet retrieved are additionally correlated in this

iteration;

TIMNMR "TIMNMR" times "NOMOR" (for this iteration) documents

are additionally correlated in this iteration.

"ALLOF'" and "NOMOR" are user-supplied constants indicating how many docu-
ments are used in relevance feedback. Therefore the second and fourth
terms of the parameter "WANTED'" are constants, like "CORDOC'", for a given

iteration. These constants are expressed by three parameters (rather than
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being lumped into one) for user convenience; most users will set "TIMALL"
and "TIMNMR" to zero. The parameter "TIMREL" allows the number of documents
searched to be related to the number of relevant documents previously not
found.

The "goodness" of each node (the parameter value used to rank the

nodes) may also be controlled by the user through 17 parameters as follows.

"GOODNESS" = MCOEE™ + "MCN" x "CROWN" LCN 4 MLy" + WLEVEL" oV
+ "MCFCN" x "COEF" FECECN" gy THEFCN"
+ "MCNLV" x "CROWNY TNCNEVT L pyppn PVCNLVY
+ "MCFLV" x "COEF" LECEIVY o mppyppn PVCFLV
+ MALL" x "COEF" TALECE™ o nopouyn"PALLCN" g pypp " PALELYY

where "COEF'" is the correlation value (usually cosine) between the node and
the query, "CROWN" is the number of nodes that are the sons of the node,
and "LEVEL" is the level of the node. For example, the node in Fig. 9 with
a "goodness'" of 0.9, has a "CROWN" of 11 and a "LEVEL" of 3.

It should be noted that the formula for "GOODNESS" contains many
combinations of "CROWN" and "LEVEL", making the formula extremely flexible
for experimental purposes. It is expected that most users will use only
two or three terms, most parameters in '"GOODNESS'" being usually set to zero.

The size of the subset of active nodes to be expanded (after all
active nodes are ranked by '"goodness') is determined by additional para-
meters specified by the user, as printed in the listing (Fig. 10) under

"SELECTION" and "REJECTION".



MINNOD At least 'MINNOD" nodes and not more than 'MAXNOD"

MAXNOD — .
nodes are to be expanded for this iteration;

GAP If there ekist two nodes between "MINNOD" and
""MAXNOD'" which have a difference greater than

"GAP'", all nodes above that gap are expanded;

EPSLON Any nodes within "EPSLON" of the last node

selected for expansion are also to be expanded;

MNGOOD Any node with a "GOODNESS" of less than "MNGOOD"

is not to be retained for expansion;

MNCORR Any node with a correlation less than "MNCORR"

with the query is not retained for expansion;

PERCOL Only nodes whose combined '"CROWN" is greater than
""PERCOL" percent of the size of the collection

being searched need be retained for expansion.

TIMWAN Only nodes whose combined "CROWN'" is greater than
"TIMWAN" times the number of documents to be corre-

lated with are retained for expansion.

The selection of the documents using the parameters from Fig. 10
is shown in Figs. 11, 12, and 13. The queries are processed as a batch,
and queries 31, 32, 33, and 34 are shown as examples. The queries are
first matched against the '"roots" of the centroid tree consisting of cen-
troids 1, 2, and 3. The results of the matching and other useful statis-
tics are shown in Fig. 11. The query number, iteration number, number of
documents wanted and found, centroid used to match, '"goodness" of the
matching, statistics of the centroid, and the cosine correlation are given
for each query match against all the roots. The "REJECTION'" parameters
are used here to eliminate centroids before any ranking is done on '"good-
ness'. A '"MNGOOD'" of 0.10 causes centroid 2 to be dropped from the active

set of query 33, and centroid 3 to be dropped
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