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IV. THE EVALUATION OF AUTOMATIC RETRIEVAL PROCEDURES SELECTED TEST RESULTS USING THE SMART SYSTEM
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ABSTRACT

The generation of effective methods for the evaluation of information retrieval systems and techniques is becoming increasingly important as more and more systems are designed and implemented. The present section deals with the evaluation of a variety of automatic indexing and retrieval procedures incorporated into the SMART automatic document retrieval system.

The design of the SMART system is first briefly reviewed. The document file, search requests, and other parameters affecting the evaluation system are then examined in detail, followed by a description of the measures used to assess the effectiveness of the retrieval performance. The main test results are given and tentative conclusions are reached concerning the design of fully automatic information systems.

1. Introduction

The evaluation of information retrieval systems and of techniques for indexing, storing, searching and retrieving information has become of increasing importance in recent years. The interest in evaluation procedures
${ }^{\top}$ Computation Laboratory, Harvard University, Cambridge, Massachusetts. This study was supported by the National Science Foundation under grant $\mathrm{GN}-245$.
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stems from two main causes: first, more and more retrieval systems are being designed, thus raising an immediate question concerning performance and efficacy of these systems; and second, evaluation methods are of interest in themselves, in that they lead to many complicated problems in test design and performance, and in the interpretation of test results. The present study differs from other reports on systems evaluation In that it deals with the evaluation of automatic, rather than conventional, information retrieval. More specifically, it is desired to compare the effectiveness of a large variety of fully automatic procedures for information analysis (indexing) and retrieval. Since such an evaluation must of necessity take place in an experimental situation, rather than in an operational environment, it becomes possible to eliminate from consideration such important system parameters as cost of retrieval, response time, influence of physical layout, personnel problems, and so on, and to concentrate fully on the evaluation of retrieval techniques. Furthermore, a number of human problems which complicate matters in a conventional evaluation procedure, including, for example, the difficulties due to inconsistency among indexers, or to the presence of search errors, need not be considered. Other problems, including those which have to do with the identification of information relevant to a given search request, and those concerning themselves with the interpretation of test results must of course be faced in an automatic system, just as in a conventional one.

The design of the SMAFT automatic document retrieval system is first briefly reviewed. The test environment is then described in detail, including in particular a description of the document file and of the search
requests used. Parameters are introduced to measure the effectiveness of the retrieval performance; these parameters are similar to the standard recall and precision measures, but do not require that a distinction be made between retrieved and nonretrieved documents. The main test results are then given, and some tentative conclusions are reached concerning the design of fully automatic retrieval systems.
2. The SNART Retrieval System

SMART is a fully automatic document retrieval system operating on the IBM 709\%. Stored documents as well as search requests are processed without any prior manual analysis by one of several hundred possible methods, as specified at time of input. A content analysis of each incoming item is made, and the analyzed search requests are matched against the stored document collection. Items found to be relevant, that is, whose correlation with a given search request exceeds a specified threshold, are printed out in decreasing order of the correlation coefficients. $\nsim$

The following facilities incorporated into the SMART system are of principal interest:
(a) a system for separating English words into stems and affixes, thus reducing a variety of different word occurrences with similar stems to a single specified form;

FA more detailed description of the systems organization is included in Ref. l. Programming aspects and complete flowcharts are presented in Ref. 2.
(b) a thesaurus lookup system to replace synonymous word stems by a single thesaurus category, or concept;
(c) a hierarchical arrangement of concepts included in the thesaurus, which makes it possible, given any concept number, to find its "parent" in the hierarchy, its "sons," its "brothers," and any of a set of possible cross-references;
(d) statistical procedures to compute similarity coefficients based on co-occurrences of concepts within the sentences, of a given document, or within the documents of a given collection; association factors between documents can also be determined, as can clusters (rather than only pairs) of related documents, or related concepts;
(e) syntactic matching procedures which make it possible to recognize a large number of semantically equivalent, but syntactically quite different constructions, in such a way that the same set of concept numbers can be assigned to all such equivalent structures;
(f) statistical phrase matching methods which operate like the preceding syntactic phrase procedures, except that a syntactic analysis is not performed, and syntactic dependencies between phrase components are disregarded; and
(g) a dictionary updating system, designed to revise the five principal dictionaries included in the system (stem thesaurus, suffix dictionary, concept hierarchy, statistical phrases, and syntactic "criterion" phrases).

The operations of the system are built around a supervisory system which decodes the input instructions and arranges the processing sequence in accordance with the instructions received. At the present time, about

35 different processing options are availablo, in addition to a number of variable parameter settings. The latter are used to specify the correlation type which measures the similarity between documents and search requests, the cut-off value which determines the number of documents to be extracted as answers to search requests, and the thesaurus size.

The SMART systems organization makes it possible to evaluate the effectiveness of the various processing methods by comparing the outputs obtained from a variety of different processing runs. This is achieved by processing the same search requests against the same document collection several times, and making judicious changes in the analysis procedures between runs. It is this use of the SMART system as an evaluation tool which is of particular interest in the present context, and is therefore treated in more detail in the remaining parts of the present report.

## 3. The Test Environment

The narameters which control the testing procedures about to be described are summarized in Fig. 1. The data collection used consists of a set of 405 abstracts ${ }^{2}$ of documents in the computer literature, published during 1959 in the IRE Transactions on Electronic Computers. The results reported are based on the processin of about 20 search requests, each of which is analyzed by appoxinately 15 different indexing procedures. The

[^0]| Characteristic | Comment | Count |
| :---: | :---: | :---: |
| Number of documents in collection | Document abstracts in the computer field | 405 |
| Number of search requests <br> (a) specific <br> (b) general | 0-9 relevant documents 10-30 relevant documents | 10 7 |
| User population (requestor also makes relevance judgments) | Technical people and students | about 10 |
| Number of indexing and search programs used | All search and indexing operations are automatic | 15 |
| Number of index terms per document | Varies greatly depending on indexing procedure and document | (average) 35 |
| Number of relevant documents per request <br> (a) specific <br> (b) general |  | $\begin{aligned} & \text { (average) } 5 \\ & \text { (average) } 15 \end{aligned}$ |
| Number of retrieved documents per request | No cutoff is used to separate retrieved from nonretrieved | 405 |

Test Environment
Figure 1
search requests are somewhat arbitrarily separated into two groups called, respectively, "general" and "specific" requests, depending on whether the number of documents believed to be relevant to each request is equal to at least ten (for the general requests), or is less than ten (for the specific ones). Results are reported separately for each of these two request grouns; cumulative results are also reported for the complete set of requests.

The user population responsible for the search requests consists of about ten technical people with background in the computer field. Requests are formulated without study of the document collection, and no document already included in the collection is normally used as a source for any given search request. On the other hand, in view of the experimental nature of the system, it cannot be stated unequivocally that an actual user need in fact exists which requires fulfillment.

An excerpt from the document collection, as it appears in computer storage, is reproduced in Fig. 2. It may be noted that the full abstracts are stored together with the bibliographic citations. A typical search request, dealing with the numerical solution of differential equations, is shown at the top of Fig. 3. Any search request expressed in English words is acceptable, and no particular format restrictions exist. Also shown in Fig. 3 are a set of documents found in answer to the request on differential equations by using one of the available processing methods. The documents are listed in decreasing order of the correlation coefficient with the search request; a short twelve-character identifier is shown for each document under the heading "answer," and full bibliographic citations are shown under "identification."
*TEXT 2MICRO-PROGRAMMING.
SMICRO-PROGRAMMING
\$R. J. MERCER (UNIVERSITY OF CALIFORNIA)
SU.S. GOV. RES. REPTS. VOL 30 PP $71-72(A)$ (AUGUST 15, 1958 ) PB 126893
MICRO-PROGRAMMING - THE MICRO-PROGRAMMING TECHNIQUE OF DESIGNING THE
CONTROL CIRCUITS OF AN ELECTRONIC DIGITAL COMPUTER TO FORMALLY INTERPRET
AND EXECUTE A GIVEN SET OF VACHINE OPERATIONS AS AN EQUIVALENT SET
OF SEQUENCES OF ELEMENTARY OPERATIONS THAT CAN BE EXECUTED IN ONE
DULSE TIME IS DESCRIBED.

* TEXT 3THE ROLE OF LARGE MEMORIES IN SCIENTIFIC COMMUNICATIONS
\$THE ROLE OF LARGE MEMORIES IN SCIENTIFIC COMMUNICATIONS
SM. M. ASTRAHAN (IRM CORP.)
SIBM J. RES. AND DEV. VOL 2 PP $310-313$ (OCTOBER 1958)

ANSWERS TO REQUESTS FOR DOCUMENTS ON SPECIFIED TOPICS
CURRENT REQUEST - LIST DIFFERNTL EQ NUMERICAL DIGITAL SCLN OF DIFFERENTIAL EQUATIONS
- IIST DIFFERNTL EQ NUMERICAL DIGITAL SOLN OF DIFFERENTIAL EQUATIONS
GIVE ALGORITHMS USEFUL FOR THE NUMERICAL SOLUTION OF ORDINARY COMPUTERS . EVALUATE THE VARIOUS INTEGRATION PROCEDURES IE.G. RUNGE-KUTTA, MILNE-S METHOD) WITH RESPECT TO ACCURACY, STABILITY, AND SPEED

IDENTIFICATION


IDENTIFICATION DIGITAL COMPUTER
G.N. LANCE (UNIV. OF SOUTHAMPTON)
J. ASSOC. FCR CCMPUTING MACH., VOL 6, PP 97-101, JAN., 1959 identification
R. C. HANSEN (HUGHES AIRCRAFT CO.), L. L. BAILIN (UNIV. OF SOUTHERN
CALIFORNIA, ANC R. W. RUTISHAUSER (LITTON INDUSTRIES, INC.)
COMMMUN. ASSOC) FOR COMPUTING MACH. VOL 2 PP 28-31 (FEBRUARY, 1959 ) IDENTIFICATION
ELIMINATION OF SPECIAL FUNCTIONS FROM DIFFERENTIAL EQUATIONS
J. E. PCWERS (UNIV. OF OKLAHOMA)
COMMUN. ASSOC. FOR COMPTING MACH. VOL 2 PP $3-4$ (MARCH, 1959 )


## Figure 3
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The average number of index terms used to identify each document is sometimes believed to be an important factor affecting retrieval performance. In the SMART system, this parameter is a difficult one to present and interpret, since the many procedures which exist for analyzing the documents and search requests generate indexing products with widely differing characteristics. A typical example is shown in Fig. 4, consisting of the index "vectors" generated by three dirferent processing methods for the request on differential equatione (short form "LIFLiri.TL $L$ Q") and Lor document number 1 of the collection (short form "lA COMPUTER ").

It may be seen from Fig. 4 that the number of terms identifying a document can change drastically from one method to another: for example, document number 1 is identified by 35 different word stems using the socalled "null" thesaurus; these 35 stems, however, give rise to 50 different concent numbers using a regular thesaurus, and to 55 concents including statistical phrases. Weights assigned to concept numbers also change from method to method. The number of index terms per document shown in the summary of Fig. 1 (35) is therefore at best an indication, and does not properly reflect the true situation. Since no distinction is made in the evaluation procedure between retrieved and nonretrieved documents, the last indicator included in Fig. I (the number of retrieved docunents per request) must also be put into the proper perspective. A discussion of this point is postponed until arter the evaluation measures are introduced in the next few paragraphs.
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4. Evaluation Measures
A. Recall and Precision

One of the most crucial tasks in the evaluation of retrieval systems is the choice of measures which reflect systems performance. In the present context, such a measurement must of necessity depend primarily on the system's ability to retrieve wanted information, and to reject nonwanted material, to the exclusion of operational criteria such as retrieval cost, waiting time, input preparation time, and so on. The last-mentioned factors may be of great practical importance in an operational situation, but do not enter, at least initially, into the evaluation of experimental procedures.

A large number of measures have been proposed in the past for the evaluation of retrieval performance. ${ }^{3}$ Perhaps the best known of these are, respectively, recall and precision, recall being defined as the proportion of relevant material actually retrieved, and precision as the proportion of retrieved material actually relevant. A system with high recall is one which rejects very little that is relevant, but may also retrieve a large proportion of irrelevant material, thereby depressing precision. High precision, on the other hand, implies that very little irrelevant information is produced, but much relevant information may be

Precision has also been called "relevance," notably in the literature of the ASLIB-Cranfield project. 4
missed at the same time, thus depressing recall. Ideally, one would of course hope both for hich recall and high precision. ${ }^{\text {f }}$

Neasures cuch as recall and precision are particularly attractive when it comes to evaluating autom.tic retrieval procedures, because a large number of extraneous factors which cause uncertainty in the evaluation of conventional (manual) systems are automatically absent. The following characteristics of the present system are particularly important in this conmection:
(a) input errors in the conventional sense, due to faulty indexing or encoding, are elininuted, since all indexing operaticus are automatic;
(b) for the same reasons, conventional search errors arising from the absence of nevded search terms are also excluded;
(c) errors cannot be introduced in any transition between original search request and final machine query, since the transition is now handled automatically and Jecomes indistinguishable from the main analysis operation;
(d) inconsistencies introduced by a large number of different indexers, and by the passage of time in the course of an experiment cannot arise and
(e) the role of human memory as a disturbance in the generation of retrieval measurements is eliminated (this factor can be particularly troublesome when source cocuments are to be retrieved in a conventional system by perscns who originally perform the indexing task).

[^1]In order to calculate the standard recall and precision measures the following important tasks must be undertaken:
(a) relevance judgments must be made by hand in order to decide for each document and for each search request whether the given document is relevant to the given request;
(b) the relevance judgments are usually all-or-nothing decisions, so that a given document is assumed either wholly relevant or wholly irrelevant (in case of doubt relevance is assumed); and
(c) a cutoff in the correlation between documents and search requests is normally chosen, such that documents whose correlation exceeds the cut-off value are retrieved, while the others are not retrieved.

## B. The Generation of Relevance Judgments

A great deal has been written concerning the difficulties and the appropriateness of the various operations listed in Part $A .4,5,6,7$ The first task, in particular, which may require the performance of hundreds of thousands of human relevance judgments for document collections of reasonable size is extremely difficult to satisfy and to control.

Two solutions have been suggested, each of which would base the relevance decisions on less than the whole document collection. The first one consists in using sampling techniques to isolate a suitable document subset, and in making relevance judgments only for documents included in that subset. However, if the results obtained for the subset are to be apolicable to the total collection, it becomes necessary to choose a sample
representative of the whole. For most document collections this turrs out to be a difficult task.

The other solution consists in formulating search requests based on specific source documents included in the collection, and in measuring retrieval performance for a given search request as a function of the retrieval of the respective source documents. This procedure suffers from the fact that search requests based on source documents are often claimed to be nontypical, thus introducing a bias into the measurements which does not exist for requests reflecting actual user needs.

Since the document collection used in connection with the present experiments is small enough to permit an exhaustive determination of relevance, the ossible vitfalls inherent in the samoling procedure and in the use of source documents were avoided to a great extent. Many of the problems connected with the rendering of relevance judgments are, however, unresolved for general document collections.
C. The Cut-off Problem

The other major problem is caused by the requirement to pick a correlation cut-off value to distinguish retrieved documents from those not retrieved. Such a cutoff introduces a new variable, which seems to be extraneous to the orincipal task of measuring retrieval performance. Furthermore, in the SMART system, a different cutoff would have to be picked for each of the many processing methods, if it were desired to retrieve approximately the same number of documents in each case.


Because of these added complications, it was felt that the standard recall and precision measures should be redefined so as to remove the necessary distinction between retrieved and nonretrieved information. Consider for this purpose the list of documents obtained in answer to a search request, arranged in decreasing order of the correlation coefficients. Such a list is reproduced for the previously used request on differential equations in the center section of Fig. 5. It may be seen that in the figure, document 384 exhibits the longest correlation with the search request, followed by documents $360,200,392$, and so on. An ordered document list of the kind shown in Fig. 5 suggests that a suitable criterion for recall and precision measures would be the set of rank-orders of the relevant documents, when these documents are arranged in decreasing correlation order. A function of the rank-order list wich pentizes hich ranks for relevant documents (and therefore low correlation coefficients) can be used to express recall, while a function penalizing low ranks of nonrelevant documents is indicative of precision.
D. Normalized Recall and Normalized Precision $\nprec$

The derivation for the proposed recall measure, called normalized recall, is shown in Fig. 6. The measure is based on the area difference (the integral) between an assumed ideal recall curve, where all relevant documents appear at the top of the ordered list with ranks $1,2,3, \ldots$, and

[^2]

$$
\text { NORMALIZED RECALL } 1-\frac{\sum_{i=1}^{n} r_{i}-\sum_{i=1}^{n} i}{n(N-n)}=0.74
$$
$n=5$ (NO. OF RELEVANT DOCUMENTS)
$N=25$ (NO. OF DOCUMENTS IN COLLECTION)
$r_{i}$ (RANK ORDER OF $i^{\text {th }}$ RELEVANT DOCUMENT)
the actual recall curve obtained by plotting the standard recall against the document ranks. If there are $n$ relevant documents, and if $r_{i}$ is the rank of the ith relevant document, the area difference is clearly


For the case with five relevant documents illustrated in Fig. 6, the ideal ranks of the relevant documents are 1, 2, 3, 4, and 5; the actual assumed ranks shown in the figure are 3, 5, 6, 11 , and 16 , so that the area difference is 5.2 in that case.

This area difference is, however, not normalized, and its maximum value may increase indefinitely with increasing size $N$ of the document collection. The maximum possible area between the two recall curves is obtained for the worst case, where the relevant documents are ranked $N-(n-1), N-(n-2), \ldots, N$. In that case the area difference may be seen to be exactly $N-n$. To generate a normalized measure it is then necessary to divide by $\mathrm{N}-\mathrm{n}$, thus obtaining

$$
\sum_{i=1}^{n} r_{i}-\sum_{i=1}^{n} i
$$

|  | STANDARD DEFINITIONS <br> (BASED ON THRESHOLD TO DISTINGUISH DOCUMENTS RETRIEVED FROM DOCUMENTS NOT RETRIEVED) | DEFINITIONS BASED ON RANKS OF RELEVANT DOCUMENTS <br> (DOCUMENTS ARRANGED IN ORDER BY DECREASING CORRELATION WITH SEARCH REQUESTS) |
| :---: | :---: | :---: |
| RECALL | PROPORTION OF RELEVANT MATERIAL ACTUALLY RETRIEVED <br> (LOW RECALL IMPLIES THAT SOME RELEVANT DOCUMENTS HAVE LOW CORRELATION WITH SEARCH REQUEST and are thus not retrieved) | $1-\frac{\sum_{i=1}^{n} r_{i}-\sum_{i=1}^{n} i}{n(N-n)}$ <br> n: NUMBER OF RELEVANT DOCUMENTS <br> N : NUMBER OF DOCUMENTS IN COLLECTION <br> $r_{i}$ : RANK ORDER OF $i^{\text {th }}$ RELEVANT DOCUMENT |
| PRECISION | PROPORTION OF RETRIEVED MATERIAL ACTUALLY RELEVANT <br> (LOW PRECISION IMPLIES THAT SOME NON-RELEVANT DOCUMENTS HAVE A High correlation with search request and are thus retrieved) | $1-\frac{\sum_{i=1}^{n} \ln r_{i}-\sum_{i=1}^{n} \ln i}{\ell n \frac{N!}{n!(N-n)!}}$ |

Basic Definitions of Recall and Precision

This measure ranges from for perfect recall to 1 Por the Worst Dossible case. A subtraction from 1 now furnishes a measure ranging from 1 to U instead of from $O$ to 1 , with the following expression:

$$
R_{\text {norm }}(\text { normalized recall })=\quad 1-\frac{\sum_{i=1}^{n} r_{i}-\sum_{i=1}^{n} i}{n(N-n)}
$$

A similar derivation for the precision results in the formula:

$$
P_{\text {norm }}(\text { nomalised precision })=1-\frac{\sum_{i=1}^{n} \ln r_{i}-\sum_{i=1}^{n} \ln i}{\ln \frac{N!}{n!(-n)!}} \text {. }
$$

These basic definitions are summarized in the table of ig. 7.
A. Output Formats

The normalized recall and precision measures are a function only of the ranks of the relevant documents. If these measures are to be evaluated automatically as part of the retrieval process, it is necessory to introduce for each search request processed a list of the corresponding relevant document identifications. To this effect the requestor is iven a. copy of the full document collection after his request is received, and he is asked to list those documents which he believes should be considered relevant to his request. It is important to note that these relevance
judgments are a priori judements, based on the document texts only, and not on any retrieval results produced by the computer.

The type of output obtained from the evaluation process is illustrated in Fig. 8. The top part of the figure represents the output from the regular thesaurus procedure for the request on differential equations, while the bottom part is produced by the statistical phrase method. On the right side of the figure appears the list of all 16 relevant document numbers, as originally submitted by the user, together with the respective correlation coefficients and the ranks assigned by the computer during the retrieval process. It may be noticed that the relevant document which exhibits the lowest correlation with the search request is ranked 40 th out of 405 by the regular thesaurus procedure, but only 25 th out of 405 by the statistical phrase search.

The document ranks are used by the program to produce a variety of measures reflecting recall and precision, including the normalized recall and normalized precision measures previously introduced. Also calculated are simplified expressions, termed respectively rank recall and log precision, and defined as follows:

$$
\begin{aligned}
\text { rank recall }= & \frac{\sum_{i=1}^{n} i}{\sum_{i=1}^{n} r_{i}} \\
\log \text { precision }= & \frac{\sum_{i=1}^{n} \ln i}{\sum_{i=1}^{n} \ln r_{i}}
\end{aligned}
$$




16 RELEVANT DOCUMENTS
EVALUATION OF REQUEST DIFFERNTL EQ WITH

RINK REC + LOG PRE=1.6365 WEIGHTED NORMED RECALL + NORMED PREC=1.9146


RANK RECALL $=0.9007$ LOG PRECISION $=0.9751$
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These simple measures are analogous to the normalized recall and normalized precision, but do not take into account the collection size $N$.

Finally, two composite measures are produced which include both recall and precision components. The first one consists simply of the sum of rank recall plus log precision. The other is a weighted sum of the normalized measures, as follows:

$$
\text { normed over-all measure }=1-5\left(\mathrm{R}_{\text {norm }}\right)+\mathrm{P}_{\text {norm }} .
$$

The factor of 5 is so chosen as to give equal weight to the two component measures.

Also included in Fig. 8 are lists of the 15 documents which exhibit the highest correlation coefficients with the search request. The relevant documents on that list are provided with a special marker (X). It may be seen that for the example of Fig. 8, the recall and precision values obtained by a statistical phrase process are larger than the corresponding values for the thesaurus lookup procedure.
B. Results Derived from the Normalized Measures

In order to obtain statistically useful measurements, the recall and precision values must be averaged over many different search requests. This is done in Fig. 9 for nine different processing methods, and for a total of ten specific and seven general requests. A number of obvious conclusions become imnediately apparent from the data of Fig. 9:
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(a) the normalized measures obtained for the various processing methods exhibit substantial differences;
(b) as one proceeds from one method to another, both recall and precision tend to vary in the same direction (either up or down);
(c) all the measures (recall, precision, and over-all) obtained for the specific requests are larger than the corresponding values for the general requests, thus indicating a better systems performance for clearly specified logic classes; $\not \subset$
(d) methods one to four tend to produce relatively poorer recall than methods five to nine; these same methods also furnish relatively poor precision:
(e) the use of the regular thesaurus which provides vocabulary control (method seven) seems much more effective than the use of the original words included in document and search requests (method four): $\neq$ and
(f) the most effective procedures seem to be those which use combinations of concents (phrases), rather than individual concepts alone.

The data of rig. 9 are of interest in themselves, since they do support the notices that more reasonable mocedures (than mere word matcring) can be senerated to improve retrieval effectiveness in an

[^3]autonatic system. However, if full advantage is to be taken of the organization of the SMART system, then search requests are best processed by several different methods, and the respective outputs combined. In order to determine whether this juxtaposition of methods can in fact be used to improve the performance characteristics, average normalized recall and precision figures are given in Fig. 10 for six combined methods and for the requests previously used in Fig. 9.

Figure 10 includes the normalized recall and precision values for the regular thesaurus run previously shown in Fig. 9, followed by the same measures for various combined methods. All of the combined runs include the regular thesaurus run as a component. It may be seen that for three of the combined methods (methods two, three, and six), the over-all measures for both specific and general requests are larger than for any of the included methods alone. Method six, consisting of a combination of regular thesaurus plus word stems plus statistical phrase runs, seems to be particularly effective.

The normalized recall and precision measures for the combined methods are computed by using the rank lists produced by the computer for the individual methods alone, and automatically generating a combined rank list. The combined rank of a given document depends on the individual ranks held by that document in the component methods. Specifically, documents are taken alternately from the component lists to form the new combined list, and a document already included on the combined list is rejected if an attempt is made to list it again. The final combined rank list is then


PROCESSING METHODS:
I. REGULAR THESAURUS
2. REGULAR THESAURUS + WORD STEMS
3. REGULAR THESAURUS + STATISTICAL PHRASES
4. REGULAR THESAURUS + HIERARCHY (DOWN)
5. REGULAR THESAURUS + HIERARCHY (UP)
6. REGULAR THESAURUS + WORD STEMS + STATISTICAL PHRASES
for Several Merged Methods


Merging of Rank-order Lists
Figure 11
used to compute recall and precision measures for the combined methods, as previously specified in Sec. 4. The resulting measures are averaged over several search requests to produce the graphs of Fig. 10.

A combined rank list, generated for the two methods illustrated in Fig. 8, is shown in Fig. 11 (only the first 15 documents are included for each component method). Documents previously specified as relevant are marked with an X , as in Fig. 8.

## C. Results Using the Standard Measures

The performance characteristics of the SMART retrieval operations are reflected with reasonable accuracy in the data of Figs. 9 and 10. In particular, these figures can be used to obtain an idea of the relative effectiveness of one method compared with another. The data are, however, difficult to interpret in absolute terms, particularly since the measures used are new ones, and no comparable output is available elsewhere in the literature.

In order to furnish some indication of systems performance which could lend itself to a comparison with previously published data, the standard recall and precision measures reflecting, respectively, the proportion of relevant material retrieved, and the proportion of retrieved material relevant, are also computed for the search requests previously used. To generate these functions, it becomes necessary to choose appropriate threshold values which separate the retrieved information from that not retrieved. The procedure adopted for this purpose is as follows:
(a) a specified standard recall value is picked (say 0,1);
(b) the number of docunents which must be retrieved for a given search request in order to produce the specified recall is determined;
(c) using the value calculated under (b) for the number of retrieved documents, the precision measure (corresponding to the specified recall) is generated;
(d) the precision values obtained for a given recall level are averaged over a number of search requests, and the corresponding point is plotted on a precision versus recall plot; and
(e) the complete procedure is repeated for a new recall level (say 0.2 , and 0.3 , and so on) to produce a curve of the type shown in Fig. 12.

Figure 12 displays the standard precision versus standard recall graphs obtained for six processing methods, averaged over the 17 search requests previously used in Figs. 9 and 10. Figure 12 is in the exact form introduced by Cleverdor, 4,5 using the standard precision and recall measures, rather than the normalized measures based on the rank lists; the procedure previously given to generate the average precision over several requests is believed to be somewhat different from Cleverdon's, but the figures presented should nevertheless lend themselves to a comparison with the published Cranfield material.

Xecall versus precision plots have been criticized, because important information reflected in separate plots of recall and precision is obscured in the combined presentation (notably the number of documents both retrieved and relevant. 9


Standard Precision vs. Standard Recall (Average Values Over 17 Requests)

Standard Precision vs. Standard Recall
Comparison of General and Specific Requests
Figure 13
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The data of Fig. 12 confirms those previously shown in Fig. 9 in that the statistical phrase run again seems to give the best performance. furthermore, word stem comparisons are again inferior to the regular thesaurus runs, and "citles only" analgsis is generally inferior. The differences in systems performance previously noted for the output of Figs. 9 and 10 are again in evidence, since for a given recall level, average precision can vary by over 35 percent from one method to another. The same is true of the average recall differences for a given level of precision.

Figure 13 shows standard precision versus standard recall figures averaged separately over the specilic and the general requests for three processing methods. A comparison with Fig. 10 again indicates that both recall and precision measures are substantially higher for the specific requests than for the general requests.

## 6. Conelusions

The evaluation procedures and results included in the present study are based on the manipulation of one relatively small collection of document abstracts, and a set of about 20 search requests. Oniy aoout 15 diffecont processing methods are used. Under the circumstances, it is not possible to make claims of general validity or to prove many assertions with finality. Nevertheless, it is believed that the data presented here can be used as indications of the kind of performance to be expected untonutic retrieval systems. In particular, the data which point to the existence of considerable discrepancies in performance characteristics between
processing methods may be expected to be confirmed by new experiments with different document collections and larger numbers of search requests. Of special interest in this connection is the fact that certain processing methods exhibit both high recall and high precision, thus indicating good over-all performance.

The other principal piece of evidence tends to support the notion that the juxtaposition of a variety of processing methods provides improved retrieval performance over and above the performance of the individual component methods. The design philosophy of the SMART system, which is based on an iterative search procedure with a variety of analysis methods to retrieve relevant information, should therefore prove useful in practice. (A similar conclusion, pointing to the joint use of UDC (universal decimal classification) coupled to a Uniterm system, has previously been reached in a conventional retrieval situation.) ${ }^{10}$

Additional experiments remain to be carried out with different document collections not previously used with the available dictionaries, and with additional search requests. A careful analysis of systems failures is also mandatory, in order to determine more precisely the strengths and weaknesses of the indiviaual methods, and the circumstances under which relevant documents are not recognized, and receive therefore a low correlation on the output lists. Additional processing sequences must also be analyzed and useful sequences identified, in order to maximize system performance and retrieval effectiveness.
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[^0]:    Yractical considerations dictated the use of abstracts rather than full documents; the SMART system as such is not restricted to the manipulation of abstracts only.

[^1]:    K It has, however, been conjectured that an inverse relationship exists between recall and precision, such that high recall automatically implies low precision and vice versa. 4,5

[^2]:    The measures described in this section were suggested by J. Rocchio. ${ }^{8}$

[^3]:    ${ }^{7}$ These results would seem to indicate that Cleverdon's observation, reported by Swets, 3 that specific requests will have high precision and low recall, and vice versa for general requests, need not necessarily hold in all circumstances.
    \# This observation has, of course, been made many times before, particularly by librarians and documentalists, but still requires emphasis in computer circles.

