CHAPTER 2

THE INDEXING FUNCTION

1. Intreoduction

The hature of indexing is examined‘in this chapter with
emphasis on its relation to the docuﬁent.retrieval process. In this
context, document indexing may be viewed as a nonrever51ble (1nformatlon
' lossy) transformatlon from the natural language to an artlflclal
language (the index language), sultable for’ retrleval purposes. The
index transformation is designed in general to accomplish two
obje;tives: it serves on the one hand to trade amount or quantity of
information forleearch speed (indexing produees an information
1eémpression), end.bn fhe other hand the index tfansformation serves a
language normalization function. Since indexing produces-information ‘
cempress1on, the 1ndex representatlon of a document can be stored and‘:
manlpulated with greater facility than a representatlon of the -
original text. The index transformatlon also serves as a language
. normallzatlon functlon in the sense that both vocabulary and structure
’ in the index language can be cqntrolled, whereas in the natural :
language they cannot. ‘The general goal of the indexing function in ‘
the context of dOcumen§~:etrieial,'then; is.to.piovide a compactl\‘
representafioﬁ of thefinfbrmafion content of source documents'(or

' .arbitraryesegmenté:of;natu%al?lapguage texts)'in'a controlled fo;mat.i
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2. Manual Indexing

The increasing emphﬁsis which has been pl#ced in recent years
. on coping with the rising flow of technolbgical literature has étimulatédu.
 study of the traditional goals and procedures of the various activities
of documentation and library‘facilities.1' The range of services offered -
-by such facilities is too broad ﬁo be considered here. Since subjecf E
“classification and document indexing play'a.primary role in '
facilitating the accessibility of recorded'knowledge, these fgcéts of
documentation have been examined with partiéular care.2?2'42  sucn _
:abtivities are directly concerned with the document retrieval pr&blem,
and thus are germane to this discussion; on the other hand,_the pregent ’

- objective is to consider mechanized systems for literature searching.

The theory and methodology of manual indexing must, therefore, largely T A

be ignored. In so farras maﬁual indexing is considered as an input
process for mechanized search and retrieval systéms, its goﬁls‘are
similar to;those of ;ﬁtomatié indexing. In this sense, the limitatioﬁs>‘*
| of current techniques for linguistic data processing normallf dictate -
the form and structure of the index language.l Thus the.scOPe of bdth
manual and automatic index transformations for mechgnized retrieval are

' largely the same and the distinction between théftwo is not critical for.
aﬁ examination of the ét;ucture’ofvindex répresentations*of infg?mationui.

content suitable for meéhaniied’procéséing. 

3. Automatic Indexing

' The goal of sutomatic'indexingxis to develop a set of computer-



based linguistic analysis procedures which provide an effective
representation of the information content of source documents without
manual intervention at an& stage of the process. Information is
conveyed in the natural language by the variety of semantic and
structural constraints implicit in the language. Machine inde#ing.
tecﬁniques all depend, in effeét, on the automatic recognition of

some set of the information carrying elements of the natural language,
and on the repreéentation of these elements in a formal structure. In
general, the processes of automatic content analysis can be clgssified
according to whetherlthey'are statistically, semantically,‘br |

syntactically'bésed. A discussion‘of each classification follows.

A. The Statistical Approach

A natural starting point for statistical content analysis

consists in assuming that meaning is principally ca:riedvby the'words ENE

used in a document.6 Under this aségmption a suitable index
transformation cénsists‘in'mapping a document-into an unordered set of
significant content bearing words extracted from it. A variety of
statistical techniques have been proposed and investigated for
determining the most éuitable.set of content words (keywords) to be
uéed-for the encoding.7’8 'Typically, such techniques generate a |
.frequency count of word types (ignofing most function words) and‘tﬁén
invoke some frequency sensitive selection process to produce the
document iﬁdex image. Such procedures can, of couise; be e#tende§ iﬁ

theory to the detection and counting of word pairs, triples, etc.9
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There exist obvious problems to such extensions on the practical level.
| An important defect in such an index transformation lies in the
fact that the structure of the.index image provides no facility for
representing the semantic associations which‘exist'between distinct
word t&pes in the natural language. One proposal for dealing with such
~ associations on a sfatistical basis consists in'assﬁming‘that they can
be derived a posterioii from a set of index images chafacterizihg a
document collection in some given subject‘area. Thus one can assume,

" for example, that terms which co-occur in the sentences‘of a given
document, or in the docuﬁents'of‘a given:collection, more frequently .
than the average are, in fact, semantically as well as statistically‘
_related.w’“’12 In the formal associative model,iit is posPible té
account for key wqrd associations of higher order than the first and
in additidn to use these associations to influence query-document
matching procedures. In such a systém, a document is represenied by
its keyword set and additionally by the statistical pfoperties of the

', representations of all other documents in the collection.

i

B. Semantic Techniques

An important alternative to the statistical assqciative
_process'consists.in providihg a specific semantic model in the index
transformation‘directly.' The indexing function may then be iﬁplemented %_
by a thesaurus mapping containing a pre-defined sgt"of semantic
assqciations. A fhesaurus tfansfdiﬁation may bgldefihed'as a maﬁy to

many mapping from recogningle yord'types or phrases to thesaurus
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categories or concept codes. Thus a set of semanticaily associated
- natural language terms comprised of synonyms, for example, can be
mapped into a single element in‘thebiﬁdex language; or a single"
natural language term which has several connotations can be ideﬁfiféed
with a éét of elements in the index language (homonyms might be
treated in this manner). Figure 2.1 provides an illustration by means
of an excerpt from the SMART system theséurus. |

‘ The notion of a sémantically based jransformatiqn on a set of
recognizable (by machine) linguistic features (word or stem types,
phrases, etc.) can be generalized to include a variety of .the
associations which such elements possess.13 The index transformation
may be described in this case by considering a multi-stage mapping.’
The first step conéists in mapping the document into th; set of basip
elements which describe it, e.g. into the set of word types it contains.
The second step is a transformation from these elements injo a space |
of symonymous term groups i.e. into thesaurus cateéories. (The
thesaurus mapping described above comsists in applying these two basic
tranéformations.) Add;tional‘transformation stages may also be éefined.
Thus generic (iﬂclusion)frelations exist among semantic elements and
these may be used to define a set of hierarchies. A nnmber of
transiormatipn can be defined based on a set of such relations; thus
a term which includes orlwhich is included by a given term may be "
~added to dr'may replace the.relatéd term in the ddcument image. The .
index image of a document, thefefore, can'be(modified to contain terms
which are generically related.to‘thoseidetectgd, but not explicitly:

present in the input text. Relations among index terms other than

L
3
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inclusion relations are also of interest, e.g. cause-effect, process-
products, etc. and these.can be used to define additional transformations.
o For example, the class of'elements denoting processes can be identified
and the, corresponding products listed. A document image containing a
ﬁrocess term may thgn be modified to include the associated product term
*and vice,versa.\ | :
In summary it is possible, then, to consider semantic index
fransformations which include a variety of term associations such that .
in principle a multiplicity of index representations can be‘produced
based on the same set of machine recognizable linguistic features; The’ 
problem with such transformations, in gemneral, is that a large number :
© of ‘a priori semantic gésociations are possible among the ind;x terms :
describing a given document. The'correct aségciations are dependent on
- the context in which thevterms'are:used so that a context free encoding 3
- such as is generally produced by machine processing does not necessarilylﬁ

improve the accuracy of the index representation of information content. -
C.. 'Syntactic! Techniques

In general botﬁ the statistipal and semantic procedures
 discussed above ignore the informatibn caréied-by the structural .
constraints'of the natural‘languége.-'lt is possible, however, to
" incorporate a number of syntactic recognition features -into autom;fic
indexing Angrithms. One obvious use of tﬁis kind of information~is .
: sfem detection, i.e. rebognitiontof thé intrinsib assoqiation of the

vﬁrious'morphological-fonms Of>a'giyén word.v Stem detection is readily



- Input - Thesaurus
Word ‘ Category
band 30
bus
39
carrier
' 61
~ .channel
interconnection ‘ 104
"~ line : »
316
link
- 341 -
- sector .
© . track 351

Excerpt From the SMART , Thesaurus

Figure 2.1

2=7 .
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appIicable to both statistical and semantic processing since the meaning,
of a word is generally invariant over its morphological variants. Much:
more ambitious syntactic processing procedures are also under . |
inwestigation, including the use of fully automatic syntacti¢ analysis.
A full sentence by senténce syntactic analysis could, for example,
provide explicit dependency relations among the various semantic
;lements of a sentence, and coﬁid be used for phrase recbgnition or for s
I”the recégniti§n 6f structurally constrained associations among semantic
terms. At the present time it is not clear whether the complexlty .

required for the recognition of complex structural constraints 1s

Jjustified in terms of the additional information extracted_thereby.

4. The Structure of Index Representations

The index ?ransformation represents a mapping from the natural
language of the source text to the target or index language. The index -
image of a source document is thus a representation of the content.of‘t
. the document'in this target language. The post commonly used index
" language structure is the description'list,.or property vector, in
"~ which the index image consists of a list of those properties of a finite'
‘set which characterize the document. Index images of this type are
.used,'for example, in Uniterm systems where the document representation -
is an unordered set of keywords (descriptors, uniterms, etc.).. If the
‘property set is ordered, for example, by a 1 to 1 mafping’to the éet of
inteéers; the index image maytbe encoded as a binary vector. A morei

. gene:al,represeﬁtation of the‘same"type allows for a.quanfization of the
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‘value, or degree, to which each attribute pertains to the document 5y
associatiné a scalar with each attribute. In this.case the index
'images can be enceded as numeric rather than binary description
vectors.in the attribute space. Table 2.1 illustrates a typical
keyword ‘description derived by statistical analysis (from Booth' ) in
which the relative frequency of the 15 most frequent non-common word
stem types from a"samble document are shown. This analysis can be
ﬁsed to establish a property set index image~(by employing a frequency
//§\p31t1ve selection procedure), a binary description vector, or a '
,nnmerlc description vector 1ncorporat1ng relative frequency 1nformatlon.
Symbollc examples of each of these are illustrated in Figure 2.2. |
A property list description AOes not allow for a direct
':eprésentation'of any relatiens among the varieus attributes, unless
. fhese are specifically identified'in the attribute space. Since
information in the natural language is conveyed by semantic referents
(words, phrases) and b& the relations indicated among the referents
(syntax and context), index languages capable of explicitly .. '; L
fepresenting relations among attribﬁteé have been investigated. A
variety of such etructures have been studied$1z'includingjtreeiandz
graph iepresentatione.‘ A eyntactic dependency tree, for example, can
'repreéent a nafural“language sentence by associating its nodes w;?h 1
" the semantic-vaiuee of the words they represent, and its brancheeV
witﬁ diiect syntactic dependency. An example (from Sussenguth18) is
'1llustrated in Flgure 2.3. While such ‘index structures are capable

of more precise modellng of the 1nformatlon carrying elements of the.
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Word Stem Relative
Type Frequency

term +55 -
document : .28 -
request .20
index. W11
profile 11
association .098
'genératidn : .086
number | .069
related .045
information | | .045
collection - .045 )
syséem | ;041 I
relevance 037

. expanded : .037
thin

~.033

Word Stem Frequency List of a Sample ‘Document

 Table 2.1

' The document characterized is reference 12.
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' Keyword Set: {4,B,C,D,E,F,G,H}

" a) The Property Space

Keyword Relative
, ' Frequency ( S:Lgm.f:.ca.nce )
A 1
' E 10
H 5

b)...Tabular Document-Représentation

d = {E,H,B,4

¢) Document Image as a Set

d = (1,1,0,0,1,0,0,1)

d) Document Image as a Binary Property Vector
(Keywords in lexical order) _. -

= (1,3,0, o 10,0,0 ,5)

e) Document Image as a Numeric Property Vector
(Keywords in lexical ord.er) ‘

‘ vAlterna.t:.ve Property Space Index Representa.tlons

F:Lgure22'
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Radiation'of light waves occurs above the critical temperature.

Syntactic Dependency Tree

Figure 2.3

natural language, they necessarily involve text processing algorithms
more costly in terms of complexity and time, in addition to requiring
‘more storage.'.The degree to which such index languages justify théir
additional cost in terms of increased retrieval performan&e iévaf,the

present time an open question. o ‘ .

5. Optimizing the Index Transformation

The two major aspects of automatic indexing algorithms are the
mechanical detection‘of information carrying elements of the natural . ;\
~ language and the representation of these elements in thelindex
| language. To be useful, the recogﬁitiqn ppocéduréé must be applicable -

to a sufficiently wide class of documents such as will be found in the

literature of some‘subject’specialty.: Due to the variations in usage
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andllinguistic style, and due to the difficulties of extracting
contextual information, any set of pfoperties chosen to encode the
information contenf of documents or search requests in a given field
_must reflect statistical approximations over the usage of the
'detected features. Such a statistical basis is clearly evident
“in the étatistical association indexing model discussed earlier, wheré
it forms an explicit part of thé index representation. In various‘
other indexing;schemes'suéh as manual descriptor indexing, or in |
mechanized thesaurus indexing, the statistical approximatioﬁs are, in
effect, hidden in the decigion rules incorporated in the ihdex
tfansformation. This necessary statistical basis for documént
content encoding is emph331zed because of 1ts 31gn1f1cance in terms of
the problems of generating, maintaining, and evaluatlng 1ndex1ng
schemes.

Consider as a concrete example the.indexing model
specifically assumed in this report. The semantic associations
incorporated in the thesaurus mapping from word stems into thesaurus -

~ or concept categories can be established én an ad hoc basis, reflecting
individual or.collective value judgments. It is.possible, however,

to subject these value judgments to experimental verification. -

" ‘Assume, for example, that a given set of natural language terms |
(words, phrases, etc.) is mapped 1nto a single attribute of the 1ndex
space, i.e. all the elements of the set have been Judged to be
sufflcxently assoclated 80 as to be- treated as a unit in the index ‘

language. It is p0381b1e, then, to’ e~am1ne the occurrence of th;s '
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property in some sample set of document index repreéentatibns, and to
:.ménually determine from the context of each occurrence in the source
" text whether the semantic value assumed in the index transformation, ..
in fact, agrees with that found in the document.‘ The degree to which
actual usage cqnforms to‘the associations assumed in the model can
provide confirmation or suggest changes.

One possibility is to 1ncorporate such statistical evidence
| dlrectly into the thesaurus transformation by use of a weighting
SCheme.- Consider the mapping shown in figure 2.1. The term "channel"
maps into two categories, one of which, category 30, is assocmated
with magnetic disk storage, while the other, category 61, is assoc;ated
with information transmission. On the basis of the statistics of a
collection of.documents'fhe a priori probabiiitiesvof each of these
" usages can be estimated. Assume that the_category 30 context occurs
with relative frequency « and that the category 61 usage occurs with
relative freéuency'1-«. The contribution of n occurrences of "channel"
inla document will then contribute an amount k:n'x to the resultant | -
weight of category 30 and'k'n'éx-1)‘to category 61 (where k is an
arbitrary'scaliné constant).  In any event, assuming that such a
* 'procedure or itS'eQuivalent is carried over a sufficiently large
Qample of source text to produce statistically significant corre}ation
of the various associations incorporated into the index transformation,
 the index image of a particular document is still at best a good
approximation of what could be produced manually by applying a szmllar

" set of context depend ent rules. In other words the noise 1ntroduced by
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the statistical appfoximations necessary in a context independent
framework must necessarily distort the characferization of the
" document's content. |

.This suggests that there are essentially two alternatives.to
im?roving an already statistically optimized index transformation.
One method clearly involves the incorporation of context dependent
recognition procedures into the content detection process. In some
séﬁse, this is apfrdximated by encoding larger segments of the |
natural language téxt, e.g. phrases instead of words, or sentences - -
"~ instead of" phrases. Alternatively, context dependence can be |
introduced by multi-level récognition procedures in which the
~decision rules are altered byiglébal‘inxerpretation‘of a conteit
free encoding, the:eby producing a second conteit dependent index
représentation. | . |

Consider again a fhesaurus transformation of the- type

.-illustrated in Figure'2.1. Assuming that all ambiguous input terms
" (terms which map into ﬁore‘than:one thesauius'category) are mappéd;
witﬁ statiétically dérived weights as described above, one can expect .
" that the correét conte#tiwili be reinforced‘ovef‘gll the term
encodings characterizing the document, whereas ?he incorrect ones
will not. The term "channel!.mapped as shown in Figﬁre 2.1, is
initially associated with two alternative contexts. After the
entire 1n1tlal encodlng is completed it should be possible to derlve
a total score for context "magnetlc disk"™ versgé the context |

"1nformat10n transmlss1on" by comparing the total weights of all
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categories a.ssoeia.ted with eaeh of these concepts. —4 If such.an
evaluation indicates that one of these alternatives is much more
. likely than the other, the ind.ividua.l term mappings can be reweighted E
conditioned on this finding. Thus the weight of category 50 due to
oecurrences of "channel" might be increased from k°*n-X to k*n if the
total document encoding indicated that "magnetic storage" was more
proba'ble than "information transmission.” This second encoding is
context dependent in the sense that a global interpretation of the
overall origihal index :.ma.ge has been used to modify the term
transformation fules. |
. The second method of possible optimization which avoids the
necessity of adding context dependent. complexity to the index.
tranéfométion, focuses on the index images of individual documents.
‘Consider a document retrieval system in which it is possible to record
effectively the reactions of the users to the responses of the system.
In the course of a retrieval operation the indexing rtles of the
system are evalua.ted.'by userS'ip the sense that some retrieved .
idocuments are accepted and others are reaected. To the extent _tha.t
.these user value judgments reflect the indexing a.ccuracy of the system,
‘the information they represent can be used to modify the index images
of the documents in question. V ‘

One possible means of implementing such a scheme is by an
index term weight adjustment algorithm. ° Consid.er a document 5..
retrieved in respounse, to a search request with index image qJ . Define‘

3

the set of terms common to d. and q‘_j to be T . If the user Judges ai
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to be relevant, the weights of all terms contained iﬁ Tc are promoted
in the index image &i; while if a.negative relevance judgment occurs,
the corresponding term weights are decreased. Over a number of such -,
opefations those terms most useful in characterizing the content of
ddcgmént &i will receive.increased significance while terms
representing out of context encodings should receivg no net significance '
gain. |
The efficiency of such a scheme is open'to question. Clearly,
oneiwould want. the changés;in the index image of a given document to
reflect some significant sample of ﬁser value.judgments, since each'
user brings his own individual biases and viewpoints into the pictﬁre;
The rate of adjustment to the index images of documents for a given
topic will éhen fe influenced by the density of seaxrch requests for tf
that topic. This implies that the documents of most interest have the
highest probability of obtaining an.improved index representation, a o
- feature whiQh c;uld be desirable. Oh the other hand, however; a
serious drawback of this process lies in the difficulty of impréyiné a
poorly indexed document. §uch a document will hardly ever be detected
as being relevant to any usefkg search request so that any evaluations.
Gbtained will be negative ones; While ‘special techniques (such as |
calling for manual intervention) might bg empldyed in this case, it
seems clear that the value of such’an optiﬁization‘propess Qill depend
‘critically on how good the‘initial'index'transformation.is to begin |
with. |

The questioﬁ'of whether efféétive operational procedures can
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be devised to implement the optimization of the index images of
' . particular documents, in .accord_a.nce with information obtained by
" subjective evaluation of a user population’ will require a large
sample‘ of experimental evidence such as can only be obtained in an
'opera.tional system environment. - The following chapter, however,
offers experimental e'vidence‘,that' simila.i" techniques are useful fdr

search request opti.mizatbion..
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