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CHAPTER 1

" INTRODUCTION

1l. The Document Retrieval.Problem

The attention devoted to document retrieval systems in recent

years is based in some form or other on the assumption that sgch systems >f"

can satiéfy needs exhibited by a class of users or can satisfy needs

likely to be exhibited in the near future. Although there is general

agreement that situations requiring reference to some body of accumulated::f;"

knowledge do exist in'dbdern SOciety, there-is.no such consensus as to
the mOst effective means of satisfying such needs under -the varylng sets
of circumstances in which they arise. 2 13145, 6 One of the alternatives .
under consideratioﬁ'is the application of automatic information
processing equipment to the mechanizgtionAof»reference ppoviding
systems.7 This repOrt'ch;racterizes the basic functions required in such
'systems, and develops optlmlzatlon technlques appllcable to a certa;n . |
class'of implementations of_these functhns. In addition the ba51s Loz
the evaluation ofv?etrieval syétem-perforﬁance 1; examined and some nove1 jh
evaluation criteria are introduced. . v
In general terms the document retrievallfroblem can be

 introduced with the following assumptions: a body of recorded knowledge °

The references cited in the 1ntroduct10n are only 1llustrat1ve and
. are by no means exhaustive. The Proceedings of the 1958 '
- International Conference on Sclentlflc Information contains a
-_number of papers deallng w1th document retrleval and allied problems
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exists in the form of a collecfion of documents (where a docuﬁent
connotates any segment of natural language text); a population'of users
exists with reason to believe that the collection may contain information A
pertinent to its needs. The problem, therefore, is in determining if |
-in fact fhere are relevant documents (i.e. documents with information
content useful to users) in the collection and in obtaining those which"
may be found. It will be assumed that the determination of the |
existence of felevant documents implies their identification and that
some unspecified means is available fo: obtaining tokens of such
documents once identified. In this context it should be noted that the
document retrieval problem is conéidered distinct from the dataé- |
- providing or fact retrieval'problem.8 ‘The information contén% of a’
document in the former is considered'ah atoﬁic element of the éystem; '
and as such, a document or a seﬁ of dbcumenfs (or unique referénts
there t0) is provided in respohse to user demands. But in the data-~
providing or fact rétrieval probiem;‘specific items of infofmﬁtion,
e.g. facts, messages, statements, answers to questions, etc., are

extracted from source material and provided in response to users'

N

queries. Automatic daté-providiﬁglsyétems:faise'é class of b#obiems
such as the mechanization of deductive and inductive inferencé which

. are not considered here.

2. A Functional Model

Any document retrieval system, automatic or manual, can be

, fﬁﬁctionélly characterized by three basic elements:

-
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a) the representation of the information content of source
documents, i.e. the 1ndex1ng functlon,

b) the representatipn of the information needs of the users

B of the system, i.e. the search iequest formulation
function; |
c) the matching operation between search request
representafions and source document repr;sentations, i.e.
thé search or retrieval function.
in addition to this functional characterization, other elemehts of
documen%_retrieval.system organization are important in an’operationalv
- framework. Such characferistics as storage organization, input-output
' facilities, document acduisition policy,'economic factors and others
g may be critical in an operational sense? but fbf the purposes of this
report these will be comsidered primarily as secondary factors. :In
this sense, then, theAmain purpose here is to consider the logicalfand
methodological asﬁects«of the mechanization of document retrieval
systems, and in Qofdoing to ignbrevmany of the operational factors
which may be important in other contexts.

The trueﬁinfonmation content of.a document or segment of
ﬁatural language text miéht be defined as existing only in the mind of
its author. The represéntétion of this'confent in recorded form via
the natural language can be consldered as’ an attempt at communlcatlon.
That in fact such communlcatzon is successful on the average might in
paxt_be.measured in terms of_human progrgss; In any case, the

information content of a'document'ié a theoretically tenuous concept.
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In document retrieval, oné does not necessarily desire to extract and
represent the "content" of a document, but rather to characterize that
content in a manner which can consistently lead to the recovery of its'
| primary representation, namely the document (the representation of the
natural language). |
The first functional aspect of any document retrieval system, f'
therefore, involves the means for represenfing or characte;izing the .
information content of source documents. Traditionally, this is,tﬁe
process of subject indexing. Useful referents to documents in a
retrieval system may ﬁe indicative of attributeg other than information.

-/
-content. In particular, referents such as the author's name,

- publication date, journal or publisher identification, cited - ’
referencés, étc., can be useful in several COntexts.1o For the current
- purposes, however, those referents not directly indicative of
‘information content 'will be ignored with the understanding that their
~practical usefulness to the retrieval process as a whole must be
considered;in special circumstances. Chapter 2 of this study consigers
- the role of indexing in document ;etrieval sysfems; The indexffunction
is discussed in terms of its goals, as well as in terms of the

' llngulstlc aspects of 1ts mechanization, and of the possibilities of
"-optlmlzatlon of automatlc indexing technlques.

The second functional aspéct of the retrie§a1 systeﬁ, that is
. the searéh request formulation; is primarily é user function. In the
"broad semse it is alsblavs&stgm,function iﬁ'that a retrieval system

includes the user. In a marrower sense, however, when the system is
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designed to react with the user so as to insure that a given search
request becomes an effective representation of the user's information
needs in terms of the system's capabilities, the request formulation

1,12 Chapter

process must be considered a critical system function.
3 develops this premise andiconsiders various means for optimization
of user search requests in terms of system parameters and the
objectives of the retrieval process as a whole.

The third functional aspect of docwient retrieval relates +o
the nature of the matching criteria used to select source documents in :
response to a user's input query. 15,14 In Chapter 4 the 1nf1uence of
the structure of the 1nformatlon representatlons on the matchlng
‘crlterla is developed. Maaor empha51s is placed in thls chapter on
the relatlon of the matchlng function to document classification and
searching;‘and'in this context an automatic classification algorithm
is developed. This algorithm is specifically designed to increase
search efficiency and is shoﬁn to be applicable to a certain class of
matching fnnctions;

| Chapter 5 considers several aspects of the general problem of =
the evaluation of document retrieval systems, particularly as they
_.relate to the functional model. In addition to examining the
; statlstlcal basis for evaluatlon parameters, some novel measures are

\‘

-derived which have several advantages over those in current use.
Some of the salient features of the SMART automatic document
retrleval system are presented in an appendlx The SMART system 1s

. used both as a concrete model and as a slmulatlon dev1ce for the
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experiments reported in this thesis.

3. A Specific Model - The SMART System

.

The experimental results to be presented here in connection
with the optimization and evaluation algorithms were obtained by
" simulation, assuming a specific model for.a mechanized document
retrieval system. This model is based on the SMART retrieval system
developed at Harvard University under fhe Airection of ProfessorlGerard.
Sa.lton.15 The primary features of_those elements of the SMART system of
“interest here are briefly outlined, s0 ‘that it may become possible to
refer to “them in sueceeding chapters. A more thorough outline of the

SMART system is given in Appendix A. -
A. Property Vector Indexing:

Index imaées of source documents in the expefimentallsystem
are assumed to be preperty vector representations of document content.
For present purposes it is sufficient to assume that the index image of"
~a reference document is an n—dimensional‘vector in a property space'in
. which the weight or magnitude of a given coﬁponent (or attribute) '

(&)
reflects the degree to which that attribute characterizes the content

of the source text. Specifically, the index images experimentally usedlg'

were constructed by a thesaurus transformation of the input text. An'
-~ attribute of the resulting index space’ corresponds to a thesaurus
‘category (group of semantzcally related natural language terms), and

attrlbute welght is derlved from the frequenqy of occurrence of the

74



category terms in the input text. -
B. Request Processing

' _Search requests in the experimental system are introduced into
the computer in the natural language with no format restrictions. The ‘
index language representations of the search requests are identical in"
structure with those of the reference documents and are derived by
applying thesamé transformation rules fo the request text. It will
be assumed, in general, that a search request is to be interpreted as
a description of a single topic area, i.e. a request describing'topics"
"A" and "B" will be assumed to be satisfied by documents  dealing withvu
A and B, or with A in relation to B, etc. A user interestedﬂin |
documents either about A or about B is, by aséﬁmption, required to
suhmit two search requests. The implications of this assumption:are

-~

discussed in more detail in Chapter 3.

C. Angular Distance Matching

A retrieval operation in the model system is performe& by ‘
matchihg the index vector representation of the search request with
"~ the index vector représentations of all reference documents. The‘ 
range of the matching function ié assumed to introduce at least a
partial order on the reference collection. Since the length or -
absolute magnitudg of an index vector'under the assuﬁed index
,'ﬁransfoimétion is'a first brdgi function ‘of ‘the lengtﬁ (number of

words) of the textAwhibhbit'iepreseﬁts; réthér than of the content
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thereof, a matching function is desired which is independent of the
vector magnitudes involved. -Under fhese circumstancés it is natural to
assume that the information carried by the index vector is contained in
its angular position (i.e. its orientation in the property space). The
matching function assumed, therefore, is the angular distance or a
monotonic function of this distance between the search request vector
and the source document vector, wherein decreasing distance is assumed

to indicate increasing probability of relevance.
D. Terminology

2 +
In dealing with the foregoing model, the following

~

definitions are required:

1) Let&= {D,] ,D2,...' ,sz represent the set of source
documents in the natural language comprising the reference
collection.

2) Let &= £Q1 1Qprees ’Q‘k} ‘represent a set of sample search
requests in the naturgl language comprising a test set of
retriéval queries.

3) Let T represent the index traﬁsformation from the natural'.

“ language to the index language. The index image of a
document D, € _,,0' is di=T(Di'), and the. index image of a

' search'requestiQie'éq is qi=T(Qi). . Further let n=‘{&1,&2, B

1; Where alternative/models ére considered,'e,g. index images
" represented by sets rather than vectors, the required notation
will be introduced following_the f:amewprk definsd here.
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5).

...,5m} be the set of source document ihages and
Q= {§1,i2,...,§k} be the set of query igdex images.
Let V represent the index language, an n-dimensional

vector spéce defined as the.ranée of the transformation

‘T. An index image<& may, therefore, be written:

d=§1v1.+ d2V2 + oo + dnyh,

where the di’ i = 1,n are the scalar weights assigned

to the orthogonal unit vectors ;i’ i = 1,n which

constitute the basis of the index language vector space.
Let M be the search request - source dobument_matching
function from which the retrieved ordering is derived;
M is then a function from the couple (3,d) q € Q, d e D

to the real line;

V4
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