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Introduction

Before a computerised information retrieval system can actually 
operate to retrieve some information, that information must have 
already been stored inside the computer. Originally it will usually have 
been in the form of documents. The computer, however, is not likely to 
have stored the complete text of each document in the natural language 
in which it was written. It will have instead, a document representative 
which may have been produced from the documents either manually or 
automatically.

The starting point of the text analysis process may be the complete 
document text, an abstract, the title only, or perhaps a list of words 
only. From it the process must produce a document representative in a 
form which the computer can handle.

The developments and advances in the process of representation 
have been reviewed every year by the appropriate chapters of Cuadra’s 
Annual Review o f  Information Science and Technology. The reader is 
referred to them for extensive references. The emphasis in this Chapter 
is on the statistical (a word used loosely here: it usually simply implies 
counting) rather than linguistic approaches to automatic text analysis. 
The reasons for this emphasis are varied. Firstly, there is the limit on 
space. Were I to attempt a discussion of semantic and syntactic 
methods applicable to automatic text analysis, it would probably fill 
another book. Luckily such a book has recently been written by Sparck 
Jones and Kay1. Also Montgomery2 has written a paper surveying 
linguistics in information science. Secondly, linguistic analysis has 
proved to be expensive to implement and it is not clear how to use it to 
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enhance information retrieval. Part of the problem has been that very 
little progress has been made in formal semantic theory. However, there 
is some reason for optimism on this front, see for example Keenan3. 
Undoubtedly a theory of languange will be of extreme importance to 
the development of intelligent IR systems. But, to date no such theory 
has been sufficiently developed for it to be applied successfully to IR. 
In any case satisfactory, possibly even very good, document retrieval 
systems can be built without such a theory. Thirdly, the statistical 
approach has been examined and tried ever since the days of Luhn and 
has been found to be moderately successful.

This chapter therefore starts with the original ideas of Luhn on 
which much of automatic text analysis has been built, and then goes on 
to describe a concrete way of generating document representatives. 
Furthermore, ways of exploiting and improving document 
representatives through weighting or classifying keywords are discussed. 
In passing, some of the evidence for automatic indexing is presented.

Luhn’s ideas

In one of Luhn’s4 early papers he states: ‘It is here proposed that the 
frequency of word occurrence in an article furnishes a useful 
measurement of word significance. It is further proposed that the 
relative position within a sentence of words having given values of 
significance furnish a useful measurement for determining the 
significance of sentences. The significance factor of a sentence will 
therefore be based on a combination of these two measurements.’

I think this quote fairly summarises Luhn’s contribution to 
automatic text analysis. His assumption is that frequency data can be 
used to extract words and sentences to represent a document.

Let /  be the frequency of occurence of various word types <n a 
given position of text and r their rank order, that is, the order of their 
frequency of occurrence, then a plot relating /  and r yields a curve 
similar to the hyperbolic curve in Figure 2.1. This is in fact a curve 
demonstrating Zipfs Law5* which states that the product of the 
frequency of use of words and the rank order is approximately 
constant. Zipf verified his law on American Newspaper English. Luhn 
used it as a null hypothesis to enable him to specify two cut-offs, an 
upper and a lower (see Figure 2.1), thus excluding non-significant 
words. The words exceeding the upper cut-off were considered to be

* Also see, Fairthorne, R. A., ‘Empirical hyperbolic distributions (Bradford-Zipf- 
Mandelbrot) for bibliometric description and prediction,’ Journal o f  Documenta
tion, 25, 319-343 (1969).
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Figure 2.1. A plot o f  the hyperbolic curve relating f, the frequency o f  occurrence 
and r, the rank order (Adapted from Schultz” , page 120)

common and those below the lower cut-off rare, and therefore not 
contributing significantly to the content of the article. He thus devised 
a counting technique for finding significant words. Consistent with this 
he assumed that the resolving power of significant words, by which he 
meant the ability of words to discriminate content, reached a peak at a 
rank order position half way between the two cut-offs and from the 
peak fell off in either direction reducing to almost zero at the cut-off 
points. A certain arbitrariness is involved in determining the cut-offs. 
Tbeng is no oracle which gives their values. They have to be established 
by trial and error.

It is interesting that these ideas are really basic to much of the later 
work in IR. Luhn himself used them to devise a method of automatic 
abstracting. He went on to develop a numerical measure of significance 
for sentences based on the number of significant and non-significant 
words in each portion of the sentence. Sentences were ranked according 
to their numerical score and the highest ranking were included in the 
abstract (extract really). Edmundson and Wyllys5 have gone on to 
generalise some of Luhn’s work by normalising his measurements with 
respect to the frequency of occurrence of words in general text.

There is no reason why such an analysis should be restricted to just 
words. It could equally well be applied to stems of words (or phrases) 
and in fact this has often been done.
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Generating document representatives—conflation

Ultimately one would like to develop a text processing system which by 
means of computable methods with the minimum of human 
intervention will generate from the input text (full text, abstract, or 
title) a document representative adequate for use in an automatic 
retrieval system. This is a tall order and can only be partially met. The 
document representative I am aiming for is one consisting simply of a 
list of class names, each name representing a class of words occurring in 
the total input text. A document will be indexed by a name if one of its 
significant words occurs as a member of that class.

Such a system will usually consist of three parts: (1) removal of high 
frequency words, (2) suffix stripping, (3) detecting equivalent stems.

The removal of high frequency words, ‘stop’ words or ‘fluff words is 
one way of implementing Luhn’s upper cut-off. This is normally done 
by comparing the input text with a ‘stop list’ of words which are to be 
removed.

Table 2.1 gives a portion of such a list, and demonstrates the kind of 
words that are involved. The advantages of the process are not only that 
non-significant words are removed and will therefore not interfere 
during retrieval, but also that the size of the total document file can be 
reduced by between 30 and 50 per cent.

The second stage, suffix stripping, is more complicated. A standard 
approach is to have a complete list of suffixes and to remove the 
longest possible one.

Table 2.2 lists some suffixes. Unfortunately, context free removal 
leads to a significant error rate. For example, we may well want UAL 
removed from FACTUAL but not from EQUAL. To avoid erroneously 
removing suffixes context rules are devised so that a suffix will be 
removed only if the context is right. ‘Right’ may mean a number of 
things:

(1) the length of remaining stem exceeds a given number; the 
default is usually 2;

(2) the stem-ending satisfies a certain condition, e.g. does not 
end with Q.

Many words, which are equivalent in the above sense, map to one 
morphological form by removing their suffixes. Others, unluckily, 
though they are equivalent, do not. It is this latter category which 
requires special treatment. Probably the simplest method of dealing 
with it is to construct a list of equivalent stem-endings. For two stems 
to be equivalent they must match except for their endings, which 
themselves must appear in the list as equivalent. For example stems 
such as ABSORB- and ABSORPT- are conflated because there is an
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entry in the list defining B and PT as equivalent stem-endings if the 
preceding characters match.

The assumption (in the context of IR) is that if two words have the 
same underlying stem then they refer to the same concept and should 
be indexed as such. This is obviously an over-simplification since words 
with the same stem, such as NEUTRON and NEUTRALISE, sometimes 
need to be distinguished. Even words which are essentially equivalent 
may mean different things in different contexts. Since there is no cheap 
way of making these fine distinctions we put up with a certain 
proportion of errors and assume (correctly) that they will not degrade 
retrieval effectiveness too much.

It is inevitable that a processing system such as this will produce 
errors. Fortunately experiments have shown that the error rate tends to 
be of the order of 5 per cent (Andrews7). Lovins8’9 using a slightly 
different approach to stemming also quotes errors of the same order of 
magnitude.

My description of the three stages has been deliberately undetailed, 
only the underlying mechanism has been explained. An excellent 
description of a conflation algorithm, based on Lovins’ paper8 may be 
found in Andrews7, where considerable thought is given to 
implementation efficiency.

Surprisingly, this kind of algorithm is not core limited but limited 
instead by its processing time.

The final output from a conflation algorithm is a set of classes, one 
for each stem detected. A class name is assigned to a document if and 
only if one of its members occurs as a significant word in the text of 
the document. A document representative then becomes a list of class 
names. These are often referred to as the documents index terms or 
keywords.

Queries are of course treated in the same way. In an experimental 
situation they can be processed at the same time as the documents. In 
an operational situation, the text processing system needs to be applied 
to the query at the time that it is submitted to the retrieval system.

Indexing

An index language is the language used to describe documents and 
requests. The elements of the index language are index terms, which 
may be derived from the text of the document to be described, or may 
be arrived at independently. Index languages may be described as 
pre-coordinate or post-coordinate, the first indicates that terms are 
coordinated at the time of indexing and the latter at the time of 
searching. More specifically, in pre-coordinate indexing a logical 
combination of any index terms may be used as a label to identify a 
20
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class of documents, whereas in post-coordinate indexing the same class 
would be identified at search time by combining the classes of 
documents labelled with the individual index terms.

One last distinction, the vocabulary of an index language may be 
controlled or uncontrolled. The former refers to a list of approved 
index terms that an indexer may use, such as for example used by 
MEDLARS. The controls on the language may also include hierarchic 
relationships between the index terms. Or, one may insist that certain 
terms can only be used as adjectives (or qualifiers). There is really no 
limit to the kind of syntactic controls one may put on a language.

The index language which comes out of the conflation algorithm in 
the previous section may be described as uncontrolled, post-coordinate 
and derived. The vocabulary of index terms at any stage in the 
evolution of the document collection is just the set of all conflation 
class names.

There is much controversy about the kind of index language which is 
best for document retrieval. The recommendations range from the 
complicated relational languages of Farradane et al. 10 and the Syntol 
group (see Coates11 for a description) to the simple index terms 
extracted by text processing systems just described. The main debate is 
really about whether automatic indexing is as good as or better than 
manual indexing. Each can be done to various levels of complexity. 
However, there seems to be mounting evidence that in both cases, 
manual and automatic indexing, adding complexity in the form of 
controls more elaborate than index term weighting do not pay 
dividends. This has been demonstrated by the results obtained by 
Cleverdon et al.12, Aitchison et al.12, Comparative Systems 
Laboratory14 and more recently Keen and Diggerls. The message is that 
uncontrolled vocabularies based on natural language achieve retrieval 
effectiveness comparable to vocabularies with elaborate controls. This is 
extremely encouraging, since the simple index language is the easiest to 
automate.

Probably the most substantial evidence for automatic indexing has 
come out of the SMART Project (1966). Salton16 recently 
summarised its conclusions: ‘. . .  on the average the simplest indexing 
procedures which identify a given document or query by a set of terms, 
weighted or unweighted, obtained from document or query text are 
also the most effective’. Its recommendations are clear, automatic text 
analysis should use weighted terms derived from document excerpts 
whose length is at least that of a document abstract.

The document representatives used by the SMART project are more 
sophisticated than just the lists of stems extracted^y conflation. There 
is no doubt that stems rather than ordinary word forms are more 
effective (Carroll and Debruyn17). On top of this the SMART project
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adds index term weighting, where an index term may be a stem or some 
concept class arrived at through the use of various dictionaries. For 
details of the way in which SMART elaborates its document 
representatives see Salton18.

In the next sections I shall give a simple discussion of the kind of 
frequency information that may be used to weight document 
descriptors and explain the use of automatically constructed term 
classes to aid retrieval.

Index term weighting

Traditionally the two most important factors governing the 
effectiveness of an index language have b&n thought to be the 
exhaustivity of indexing and the specificity of the index language. 
There has been much debate about the exact meaning of these two 
terms. Not wishing to enter into this controversy I shall follow Keen 
and Digger15 in giving a working definition of each.

For any document, indexing exhaustivity is defined as the number 
of different topics indexed, and the index language specificity is the 
ability of the index language to describe topics precisely. Keen and 
Digger further define indexing specificity as the level of precision with 
which a document is actually indexed. It is very difficult to quantify 
these factors. Human indexers are able to rank their indexing 
approximately in order of increasing exhaustivity or specificity. 
However, the same is not easily done for automatic indexing.

It is of some importance to be able to quantify the notions of 
indexing exhaustivity and specificity because of the predictable effect 
they have on retrieval effectiveness. It has been recognised 
(Lancaster19) that a high level of exhaustivity of indexing leads to high 
recall* and low precision*. Conversely a low level of exhaustivity leads 
to low recall and high precision. The converse is true for levels of 
indexing specificity, high specificity leads to high precision and low 
recall, etc. It would seem, therefore, that there is an optimum level of 
indexing exhaustivity and specificity for a given user population.

Quite a few people (Sparck Jones20’21, Salton and Yang22), have 
attempted to relate these two factors to document collection statistics. 
For example, exhaustivity can be assumed to be related to the number 
of index terms assigned to a given document, and specificity related to 
the number of documents to which a given term is assigned in a given 
collection. The importance of this rather vague relationship is that the 
two factors are related to the distribution of index terms in the

* These terms are defined in the introduction on page 9.
22
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collection. The relationships postulated are consistent with the 
observed trade-off between precision and recall just mentioned. 
Changes in the number of index terms per document lead to 
corresponding changes in the number of documents per term and vice 
versa.

I am arguing that in using distributional information about index 
terms to provide, say, index term weighting we are really attacking the 
old problem of controlling exhaustivity and specificity.

If we go back to Luhn’s original ideas, we remember that he 
postulated a varying discrimination power for index terms as a function 
of the rank order of their frequency of occurrence, the highest 
discrimination power being associated with the middle frequencies. His 
model was proposed for the selection of significant terms from a 
document. However, the same frequency counts can be used to provide 
a weighting scheme for the individual terms in a document. In fact 
there is a common weighting scheme in use which gives each index term 
a weight directly proportional to its frequency of occurrence in the 
document. At first this scheme would appear to be inconsistent with 
Luhn’s hypothesis that the discrimination power drops off at higher 
frequencies. However, referring back to Figure 2.1, the scheme would 
be consistent if the upper cut-off is moved to the point where the peak 
occurs. It is likely that this is in fact what has happened in experiments 
using this particular form of weighting.

Attempts have been made to apply weighting based on the way the 
index terms are distributed in the entire collection. The index term 
vocabulary of a document collection often has a Zipfian distribution, 
that is, if we count the number of documents in which each index term 
occurs and plot them according to rank order then we obtain the usual 
hyperbolic shape. Sparck Jones20 showed experimentally that if there 
are N  documents and an index term occurs in n of them then a weight 
of log(N/n) + 1 leads to more effective retrieval than if the term were 
used unweighted. If indexing specificity is assumed to be inversely 
proportional to the number of documents in which an index term 
occurs then the weighting can be seen to be attaching more importance 
to the more specific terms.

The difference between the last mode of weighting and the previous 
one may be summarised by saying that document frequency weighting 
places emphasis on content description whereas weighting by specificity 
attempts to emphasise the ability of terms to discriminate one 
document from another.

Salton and Yang22 have recently attempted to combine both 
methods of weighting by looking at both inter document frequencies 
and intra document frequencies. Their conclusions are really an 
extension of those reached by Luhn. By considering both the total
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frequency of occurrence of a term and its distribution over the 
documents, that is, how many times it occurs in each document, they 
were able to draw several conclusions. A term with high total frequency 
of occurrence is not very useful in retrieval irrespective of its 
distribution. Middle frequency terms are most useful particularly if the 
distribution is skewed. Rare terms with a skewed distribution are likely 
to be useful but less so than the middle frequency ones. Very rare terms 
are also quite useful but come bottom of the list except for the ones 
with a high total frequency. The experimental evidence for these 
conclusions is insufficient to make a more precise statement of their 
merits.

Automatic keyword classification

Many automatic retrieval systems rely on thesauri to modify queries 
and document representatives to improve the chance of retrieving 
relevant documents. Salton23 has experimented with many different 
kinds of thesauri and concluded that many of the simple ones justify 
themselves in terms of improved retrieval effectiveness.

In practice many of the thesauri are constructed manually. They 
have mainly been constructed in two ways:

(1) words which are deemed to be about the same topic are linked;
(2) words which are deemed to be about related things are linked.

The first kind of thesaurus connects words which are intersubstitutible, 
that is, it puts them into equivalence classes. Then one word could be 
chosen to represent each class and a list of these words could be used to 
form a controlled vocabulary. From this an indexer could be instructed 
to select the words to index a document, or the user could be 
instructed to select the words to express his query. The same thesaurus 
could be used in an automatic way to identify the words of a query for 
the purpose of retrieval.

The second kind of thesaurus uses semantic links between words to, 
for example, relate them hierarchically. The manually constructed 
thesaurus used by the MEDLARS system is of this type.

However, methods have been proposed to construct thesauri 
automatically. Whereas the manual thesauri are semantically based (e.g. 
they recognise synonyms, more general, or more specific relationships) 
the automatic thesauri tend to be syntactically and statistically based. 
Again the use of syntax has proved to be of little value so I shall 
concentrate on the statistical methods. These are based mainly on the 
patterns of co-occurrence of words in documents. These ‘words’ are 
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often the descriptive items which were introduced earlier as terms or 
keywords.

The basic relationship underlying the automatic construction of 
keyword classes is as follows. If keyword a and b are substitutible for 
one another in the sense that we are prepared to accept a document 
containing one in response to a request containing the other, this will 
be because they have the same meaning or refer to a common subject or 
topic. One way of finding out whether two keywords are related is by 
looking at the documents in which they occur. If they tend to co-occur 
in the same documents the chances are that they have to do with the 
same subject and so can be substituted for one another.

It is not difficult to see that based on this principle a classification of 
keywords can be automatically constructed, of which the classes are 
used analogously to those of the manual thesaurus mentioned before. 
More specifically we can identify two main approaches to the use of 
keyword classifications:

(1) replace each keyword in a document (and query) representative 
by the name of the class in which it occurs;

(2) replace each keyword by all the keywords occurring in the class 
to which it belongs.

If we think of a simple retrieval strategy as operating by matching on 
the descriptors, whether they be keyword names or class names, then 
‘expanding’ representatives in either of these ways will have the effect 
of increasing the number of matches between document and query, and 
hence tends to improve recall*. The second way will improve precision 
as well. Sparck Jones24 has reported a large number of experiments 
using automatic keyword classifications and found that in general one 
obtained a better retrieval performance with the aid of automatic 
keyword classification than with the unclassified keywords alone.

Unfortunately even here the evidence has not been conclusive. The 
work by Minker et al.25 has not confirmed the findings of Sparck Jones, 
and in fact they have shown that in some cases keyword classification 
can be detrimental to retrieval effectiveness. Salton26, in a review of the 
work of Minker et al., has questioned their experimental design which 
leaves the question of the effectiveness of keyword classification still to 
be resolved by further research.

The discussion of keyword classifications has by necessity been 
rather sketchy. Readers wishing to pursue it in greater depth should 
consult Sparck Jones’s book24 on the subject. We shall briefly return to 
it when we discuss automatic classification methods in Chapter 3.

* Recall is defined in the introduction.

IR -3
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Normalisation

It is probably useful at this stage to recapitulate and show how a 
number of levels of normalisation of text is involved in generating 
document representatives. At the lowest level we have the document 
which is merely described by a string of words. The first step in 
normalisation is to remove the ‘fluff words. We now have what 
traditionally might have been called the ‘keywords’. The next stage 
might be to conflate these words into classes and describe documents 
by sets of class names which in modern terminology are the keywords 
or index terms. The next level is the construction of keyword classes by 
automatic classification. Strictly speaking this is where the 
normalisation stops.

Index term weighting can also be thought of as a process of 
normalisation, if the weighting scheme takes into account the number 
of different index terms per document. For example we may wish to 
ensure that a match in one term among ten carries more weight than 
one among twenty. Similarly, the process of weighting by frequency of 
occurrence in the total document collection is an attempt to normalise 
document representatives with respect to expected frequency 
distributions.

Bibliographic remarks

The early work of H. P. Luhn has been emphasised in this chapter. 
Therefore, the reader may like to consult the book by Schultz27 which 
contains a selection of his papers. In particular, it contains his 1957 and 
1958 papers cited in the text. Some other early papers which have had 
an impact on indexing are Maron and Kuhns28, and its sequel in 
Maron29. The first paper contains an attempt to construct a 
probabilistic model for indexing. An interesting paper which seems to 
have been largely ignored in the IR literature is Simon30. Simon 
postulates a stochastic process which will generate a distribution for 
word frequencies similar to the Zipfian distribution. Doyle31 examines 
the role of statistics in text analysis. A recent paper by Sparck Jones32 
compares many of the different approaches to index term weighting. A 
couple of state-of-the-art reports on automatic indexing are Stevens33 
and Sparck Jones34. Finally, Salton35 has compiled a report containing 
a theory of indexing.
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