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Abstract

Many automatic document retrieval systems represent
documents and requests for documents as numeric vectors
that indicate the shbjéots treated by the document or query.
This study investigates relevance feedback, a process that
allows user interaction with such a retrieval system. The
user is presented with a small set of possibly relevant
documents, and is asked to judge each as relevant or non-
relevant to his request. The numeric vectors representing
the judged documents are usedto modify the numeric vector
representing the query, and the new cuery vector is used to
retrieve a more appropriate set of documents. The relevance
feedback process can be iterated as often as desired. Several
feedback algorithms are investigated in a collection of 200
documents and 42 queries. Two distinct viewpoints are taken
in evaluation; oné measures the movement of the query vector
toward the optimum query defined by Rocchio, the other
measures the retrieval experienced by the user during the
feedback process. Several performance measures are reported
from each evaluation viewpoint. Both evaluation methods
indicate that relevance feedback is an effective process.

All algorithms tested that use only relevant document
vectors for feedback provide equally good retrieval. Such

algorithms should supply additional documents to any user



who Jjudges every document presented for feedback to be
non-relevant, Algorithms using non-relevant document vectors
for feedback improve the retrieval obtained by these users
without requiring additional relevance Jjudgments.

The relevance feedback algorithms tested are based on
the assumption that the vectors representing the documents
relevant to a gquery are clustered in the same area of the
document space. The conclusion that no tested relevance
feedback algorithm is completely appropriate for the ex-
perimental environment-ia supported by a hypothesis that
expiains the observed contrasts between the behavior of
strategies using only relevant documents for feedback and that
of strategies using non-relevant documents. This hypothesis
states that for most queries, some relevant document vectors
are separated from others by one or more non-relevant document
vectors. The implications of this result for future research
in relevance feedback, partial search or multi-level
strategies, multiple query strategies, request clustering,
and document vector modification are discussed, and useful

evaluation measures and new algorithms for these areas are

suggested.
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