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Summary 

The present report is the twelfth in a series covering research 

in automatic storage and retrieval conducted by the Department of Computer 

Science at Cornell University with the assistance of the Division of Engi­

neering and Applied Physics at Harvard University. Unlike some of the 

preceding reports (ISR 7> 8, 9 and 11), the present report does not deal 

principally with the programming design of the fully-automatic SMART docu­

ment retrieval system, now implemented both at Harvard on an IBM 709^ com­

puter and at Cornell on a CDC l6ok. Instead, the report deals with the 

search and retrieval experiments undertaken over the last year (June 1966 

to June 1967)> ^ d with the evaluation results obtained by applying the 

SMART System to document collections in computer science, documentation, 

and aerodynamics. 

The report is divided into three parts, titled Evaluation, Cluster 

Searching, and User Feedback Methods, respectively. The first part, Evalu­

ation, contains a complete summary of the retrieval results derived from 

some sixty different text analysis experiments. In each case, significance 

computations are included which can be used to assess the statistical signi­

ficance of the reported retrieval results. Conclusions are drawn from the 

experimental results which may affect the design of future fully-automatic 

information retrieval systems. 

The second and third parts are devoted to a number of experiments in 

real-time information retrieval, designed to make the user participate in 

the search process. Specifically, various iterative search strategies are 

xi 



evaluated based on feedback information returned to the system by the user, 

following an initial search operation. This feedback information is then 

used to improve the output obtained during subsequent searches. Evaluation 

results are presented in part three for many kinds of user feedback strategies. 

If the user is relied upon to assist in the search operations, then 

the system response times must be strictly controlled. In particular, it 

becomes impossible to perform full searches of the stored document collections 

which may require the comparison of each stored item with each given search 

request. Instead, fast searches are required where only small subsections 

of the available collections are examined. Such "document cluster" searches 

are examined in part two of this report. 

Part 1 on evaluation consists of sections I, II, and III. Section I 

by G* Salton contains a short report on the present state of the SMART 

project, including also a summary of the research proposed for the immediate 

future. 

Section II by M. E. Lesk contains a write-up of the new evaluation 

system incorporated into the SMART System for the determination of the 

statistical significance of the output results. Specifically, for each pair 

of search and analysis methods being compared, statistical measurements are 

presented assessing the significance of the differences in performance be­

tween the two methods. Thus, it becomes possible to distinguish random 

variations due to individual request differences from statistically valid 

results. 

Section III by G. Salton and M. E. Lesk is a summary of the SMART 

evaluation results obtained during 1966 and the first part of 1967 with 
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collections of 780 document abstracts, 82 short papers, and 200 abstracts 

in the areas of computer science, documentation, and aerodynamics, respectively. 

The main (statistically valid) results which are obtained for all collections 

state that the use of weighted subject identifiers is always more effective 

than the use of logical identifiers with weights restricted to 0 and 1; 

the cosine correlation is superior as a method for the comparison of ana­

lyzed documents and search requests; furthermore, full document abstracts 

are far more effective as a source of content identification than document 

titles alone. A thesaurus process, involving synonym recognition always 

performs more effectively than methods using the original words, or word 

stems, included in a document; other dictionary methods, including pro­

cedures based on phrase dictionaries and subject hierarchies are not sub­

stantially more useful than synonym dictionaries alone. The more effective, 

fully-automatic text analysis procedures are approximately equivalent in 

performance to standard retrieval methods based on manually assigned keywords. 

The cluster search procedures based on automatically generated 

document groupings are described in Part 2, consisting of Sections IV to 

VII. A short description of the computer programs developed both for 

cluster searching and for the user feedback operations is contained in 

Section IV by E. Ide, and D. and R. Williamson. The principal search 

strategies and feedback operations useful in a real-time, user-controlled 

retrieval environment are then described in Section V by G. Salton, where 

typical evaluation results are also given. 

Several alternative parameters for the generation of document 

clusters are evaluated in Section VI by R. Grauer and M. Messier. 
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It is found, in particular, that search systems "based on a large number 

of document groups, each group containing only a few documents, produce 

generally better results than systems based on fewer clusters of larger 

size. This same result is also obtained in Section VII by P. C. Leech 

and R. C. Matlack using document groupings obtained from several kinds of 

analyzed document representations. Sections VI and VII contain a variety 

of additional results leading to the generation of more effective document 

groups useful in partial search systems. 

Part 3, consisting of sections VIII to XII, describes the so-called 

"relevance feedback" process which allows the users to introduce data con­

cerning their information needs in order to obtain improved service. A 

large variety of feedback strategies is considered in Section VIII by 

E. Ide. Evaluation results are presented, in particular, for systems in 

which the user examines a fixed number of documents following each search 

operation. Situations where a variable number of items is used in each 

iteration are also treated. It is found that users desiring high-precision 

should feed back information for only one relevant item in each of two 

search iterations. Users requiring high recall should, however, examine 

a larger number of documents after the initial search. Results are also 

given in Section VIII for a "negative" feedback strategy where information 

concerning the first nonrelevant item is used to update the search request, 

in addition to information derived from relevant items. 

"Negative" feedback strategies are further studied in Section IX 

by J. Kelly for the special case where the system fails to produce any 

useful items for a given customer. In that case, the information to be 

xiv 



fed back is wholly negative in the sense that the available search request 

is known to be unhelpful, even though it is not clear how it can be improved 

directly. A negative feedback strategy is described and evaluated which is 

designed to sweep through the document space in a controlled manner so as to 

insure that relevant items are eventually picked up if they exist. 

A feedback strategy based on a dynamic document space is investigated 

by S. R. Friedman, J. A. Maceyak, and S. F. Weiss in Section X. This strategy 

consists in altering the document space by letting both documents and search 

requests approach the set of relevant items previously identified by the 

users (in a normal feedback process only the queries are moved but not the 

documents). It is shown that the system based on document transformations 

produces greater improvements in search effectiveness than query transform­

ations alone. 

Bibliographic information is used as an additional feedback resource 

in an experimental system described in Section XI by M. Amreich, G. Grissom, 

and D. Michelson. Specifically, relevant items are identified by the users 

as before. The user is then allowed to supplement the respective content 

identifiers by information consisting of the names of authors of related 

documents, or of bibliographic information cited by the relevant documents. 

Bibliographic information used as a source of feedback is found to be com­

parable in effectiveness to feedback information derived from subject identi­

fiers alone. These findings reinforce the importance of previous work on 

citation tracing and "bibliographic coupling" as an aid in the retrieval 

process. 

In Section XII by H. A. Hall and N» H. Weiderman, a new evaluation 

algorithm is introduced for searches using feedback procedures. Two separate 
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effects are noted both of which may increase the recall and precision of a 

feedback search: the shift between successive iterations in the rank of 

documents which had already been retrieved earlier, called the ranking effect; 

and the retrieval of new relevant items, called the feedback effect. Evalu­

ation methods are proposed which take into account the feedback effect only, 

and disregard the ranking effect. 

Readers interested in an overview of the work contained in this report 

should start by looking at sections III, V, VI, and VIII before taking up the 

remaining studies. 
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