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ABSTRACT

We present a non-traditional retrieval problem we call subtopic re-
trieval. The subtopic retrieval problem is concerned with finding
documents that cover many different subtopics of a query topic. In
such a problem, the utility of a document in a ranking is depen-
dent on other documents in the ranking, violating the assumption
of independent relevance which is assumed in most traditional re-
trieval methods. Subtopic retrieval poses challenges for evaluating
performance, as well as for developing effective algorithms. We
propose a framework for evaluating subtopic retrieval which gen-
eralizes the traditional precision and recall metrics by accounting
for intrinsic topic difficulty as well as redundancy in documents.
We propose and systematically evaluate several methods for per-
forming subtopic retrieval using statistical language models and a
maximal marginal relevance (MMR) ranking strategy. A mixture
model combined with query likelihood relevance ranking is shown
to modestly outperform a baseline relevance ranking on a data set
used in the TREC interactive track.
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1. INTRODUCTION

The notion of relevance is central to many theoretical and prac-
tical information retrieval models. Traditional retrieval models as-
sume that the relevance of a document is independent of the rele-
vance of other documents. This makes it possible to formulate the
retrieval problem as computing the relevance (or some correlated
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metric) for each document separately, and then ranking documents
by probability of relevance [11]. In reality, however, this indepen-
dent relevance assumption rarely holds; the utility of retrieving one
document, in general, may depend on which documents the user
has already seen. As an extreme example, a relevant document
may be useless to a user if the user has already seen another doc-
ument with the same content. Another example is when the user’s
information need is best satisfied with several documents working
together; in this case, the value of any single document may depend
on what other documents are presented along with it. Some of the
issues concerning ranking interdependent documents are discussed
in[11, 13].

In this paper, we study the subtopic retrieval problem, which re-
quires modeling dependent relevance. The subtopic retrieval prob-
lem has to do with finding documents that cover as many different
subtopics of a general topic as possible. For example, a student
doing a literature survey on “machine learning” may be most in-
terested in finding documents that cover representative approaches
to machine learning, and the relations between these approaches.
In general, a topic often has a structure that involves many differ-
ent subtopics. A user with a high-recall retrieval preference would
presumably like to cover all the subtopics, and would thus prefer a
ranking of documents such that the top documents cover different
subtopics.

The same problem, called “aspect retrieval,” is investigated in
the interactive track of TREC, where the purpose is to study how
an interactive retrieval system can best support a user gather infor-
mation about the different aspects of a topic [9, 10, 5]. Here we
study the task of automatically ranking documents so as to give
good subtopic retrieval. In other words, we retain the basic “query
in—ranked list out” model used in traditional retrieval, but seek to
modify the ranking so as to include documents relevant to many
subtopics.

Clearly, methods based on a traditional relevance-based ranking
are unlikely to be optimal for such a problem. Moreover, traditional
evaluation metrics are also inappropriate for this new retrieval task.
We present an initial study of this new problem, describing evalua-
tion metrics, possible methods, and experimental results with these
methods.

2. DATA SET

In order to measure how well a ranking covers different subtopics
of some high-level topic, we must have judgments that tell us which
documents cover which subtopics. Fortunately, the TREC inter-
active track has accumulated many such judgments over the three
years when the task was evaluated (TREC-6, TREC-7, and TREC-
8). We collect all these judgments and use them for our analysis
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and experiments. The document collection used in the interactive
track is the Financial Times of London 1991-1994 collection (part
of the TREC-7 ad hoc collection). This collection is about 500MB
in size and contains 210,158 documents, with an average document
length of roughly 400 words. Six to eight new topics were intro-
duced each year, for a total of 20 topics, all of which were used in
the work reported here. These interactive track topics were formed
by slightly modifying the original ad hoc TREC topics, typically by
removing the “Narrative” section and adding an “Instance” section
to explain what a subtopic means for the topic. We generate the
query for each topic by concatenating the title and the description
of the topic.!

The following is an example query from TREC7 interactive track
(number 392i).

Number : 3921
Title: robotics
Description:

What are the applications of robotics in the world
today?

Instances:
In the time alloted, please find as many DIFFERENT
applications of the sort described above as you can.
Please save at least one document for EACH such
DIFFERENT application. If one document discusses
several such applications, then you need not save
other documents that repeat those, since your goal
is to identify as many DIFFERENT applications of
the sort described above as possible.

For each topic, the TREC (NIST) assessors would read a pool
of documents submitted by TREC participants, and gradually iden-
tify a list of instances (i.e., subtopics) and record which documents
contain or cover which instances. For example, for the sample topic
392i shown above, they identified 35 different subtopics, some of
which are shown below:

1 ’clean room’ applications in healthcare &
precision engineering

2 spot-welding robotics

3 controlling inventory - storage devices

For this topic, the judgment for each document can be repre-
sented as a bit vector with 35 bits, each indicating whether the doc-
ument covers the corresponding subtopic. In our data set, the num-
ber of subtopics (i.e., the range of vector lengths) ranges from 7 to
56, with an average of 20. The number of judged relevant docu-
ments available also differs for different topics, with a range of 5
to 100 and an average of about 40 documents per topic. There are
also some judgments of non-relevant documents. We did not use
these judgments; instead, we assume that any unjudged document
is non-relevant, and therefore covers no relevant subtopic. This is a
strong assumption, but our hope is that this biased evaluation will
still be useful for comparing different rankings. More details about
these data and the interactive track can be found in [9, 10, 5].

Note that the granularity of subtopics and the criteria to judge
whether a document covers a subtopic are inevitably vague and sub-
jective. A binary judgment also means that a document is assumed
to either cover or not cover a subtopic, while in reality, the coverage
may be somewhere in between.

3. EVALUATION METRICS

We wish to explore methods for producing a ranked list which
performs well on the subtopic retrieval task. It is not immediately

1While we have not explored it, a structured query (cf. [6]) can po-
tentially be formulated to include keywords for different subtopics.
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Figure 1: Typical curves for the functions minRank(S, r) and
minRank(S,p:,7), defined as the minimal rank K at which
subtopic recall of r is reached for system S and an optimal
system S,,:. Subtopic precision is defined as the ratio of
minRank(S,p:, ) and minRank(S, r).

obvious how one should evaluate such a ranking. Intuitively, it
is desirable to include documents from many different subtopics
early in the ranking, and undesirable to include many documents
that redundantly cover the same subtopics.

One natural way to quantify success according to the first goal—
of covering many different subtopics quickly—is to measure the
number of different subtopics covered as a function of rank. More
precisely, consider a topic 7" with n 4 subtopics Ay ..., An,,anda
ranking du, . . . , dm of m documents. Let subtopics(d;) be the set
of subtopics to which d; is relevant. We define the subtopic recall
(S-recall) at rank K as the percentage of subtopics covered by one
of the first X documents, i.e.,

S-recall at K = | Uiz, subtopics(ds)|

na

3.1 Accounting for intrinsic difficulty

Clearly it is desirable for subtopic recall to grow quickly as K
increases. However, it is not at all clear what constitutes a “good”
level of recall for a particular topic 7. For example, consider two
topics 71 and T5.  For topic T1, there are M /2 relevant doc-
uments and M /2 subtopics, and every document d; covers ex-
actly one distinct subtopic a;. For topic T5, there are M /2 rel-
evant documents but M subtopics, and every document d; cov-
ers subtopics ai, aasy2, - - -, an. For both Th and T5, the ranking
di,dz, ..., dpr 2 is clearly the best possible: however, subtopic re-
call for small rankings is much better for 75 than for 77. Similarly,
for any natural measure for redundancy (the degree to which doc-
uments in a ranking repeat the same subtopics) the ranking for 7%
would appear much worse than the ranking for 77 .

This example suggests that for a measure to be meaningful across
different topics, it must account for the “intrinsic difficulty” of
ranking documents in a topic. We propose the following evalua-
tion measure. If S is some IR system that produces rankings and
ris a recall level, 0 < r < 1, we define minRank(S,r) as the
minimal rank K at which the ranking produced by S has S-recall
r. We define the subtopic precision (S-precision) at recall r as

minRank(Sopt, 1)

- 18T tr =
S-precision at r minRank(S, )

ACM SIGIR Forum

Vol. 49 No. 1 June 2015



SIGIR 2014 Test of Time Award Winning Paper

where Sop¢ is a system that produces the optimal ranking that ob-
tains recall r—i.e., minRank(Sop¢, 7) is the smallest K such that
some ranking of size K has subtopic recall of 7.

The idea of comparing performance to a theoretical optimal is
not new [6]; however, this formulation of the comparison has some
nice properties. Specifically, we claim that subtopic recall and pre-
cision, as defined above, are natural generalizations of ordinary
recall and precision, in the following sense: if minRank(S,r)
were defined in terms of ordinary recall rather than subtopic re-
call, then ordinary precision could be defined as the ratio of
minRank(S,p¢, 7) to minRank(S, r).

To see this, consider the hypothetical curves for minRank(S, r)
and minRank(Sop¢, 7) shown in Figure 1. Suppose that S and Sopt
are ordinary retrieval systems, and minRank is defined in terms of
ordinary recall. Since S,;; orders all the relevant documents first,
minRank(S,p¢,7) = r - ngr (where nr is the number of relevant
documents for the topic). Now consider a non-optimal system S
that has precision p and recall r in the first K- documents. Since re-
call is r, S retrieves rn g relevant documents in the first X, and its
precision is p = rng /K, = minRank(Sopt, 7)/minRank(S, r).

The hypothetical curves in Figure 1 are consistent with the per-
formance of ordinary ranked retrieval systems: minRank(Sopt, 1)
grows linearly, and minRank(S, ) becomes more gradually dis-
tant from the line for the optimal system, reflecting the fact
that precision decreases as recall increases. Since the shape of
minRank(S,p¢, ) is predictable for ordinary retrieval, it is not
necessary to explicitly account for it in measuring performance.
For subtopic retrieval, however, minRank(Sopt, ) may have a
more complex shape.

As concrete examples, the left-hand graphs in Figures 3 and 4
show subtopic recall and subtopic precision for various ranking
schemes, interpolated over 11 points in the usual way, and aver-
aged over all 20 topics in our test suite.

The S-precision and S-recall metrics are broadly similar to the
cumulated gain (CG) measure proposed by Jarvelin and Kekalianen
[6]. However, the CG measure assumes the gain of each document
to be independent of other documents, and thus is insufficient for
our purposes; in contrast, the “gain” of each document in the S-
precision metric depends on other documents.

3.2 Penalizing redundancy

Intuitively, it is undesirable to include many documents that re-
dundantly cover the same subtopics; however, this intuition is not
accounted for in the measures of subtopic recall and precision.

One way to penalize redundancy is to include an explicit measure
of the cost of a ranking. We let the cost of a ranking be defined as

K

Z(a|subtopics(di)\ +b)

i=1

cost(di,...,dK)

K
a Z |subtopics(d;)| + Kb
i=1
Here b is the cost of presenting a document d; to a user, and a is the
incremental cost to the user of processing a single subtopic in d;.
Proceeding by analogy to the measure introduced above, we de-
fine minCost(S, 7) to be the minimal cost C' at which the ranking
produced by S has S-recall ». We then define the weighted subtopic
precision (WS-precision) at recall level r to be

minCost(Sopt, )
minCost(S, r)

where again S,,; produces the optimal (lowest-cost) ranking that
obtains recall . Note that S-precision is a special case of WS-

WS-precision at r =

Greedy Ranking Algorithm
Inputs: Set of unranked documents U; ranking size K
fori =1,2,..., K do

d; = argmax,c; value(d; dy, ..., di—1)
U=U-{d}
endfor

return the ranking (d1,...,dk)
Figure 2: A generic greedy ranking algorithm

precision where b = 1 and a = 0. In this paper we will use costs
of a = b = 1 for WS-precision.

Again, as concrete examples, the right-hand graphs in Figures
3 and 4 show subtopic recall and weighted subtopic precision for
various ranking schemes.

3.3 On computing the metrics

Computing S-precision and WS-precision require computing the
optimal values minRank(Sop¢, 7) or minCost(Sopt, 7). Unfortu-
nately, this is non-trivial, even given relevance judgments. Indeed,
it can be reduced to a minimum set-covering problem, which is
NP-hard. Fortunately, the benchmark problems are of moderate
size and complexity, and the minimum set cover can often be com-
puted quite quickly using simple pruning heuristics. Furthermore, a
simple greedy approximation seems to obtain results nearly indis-
tinguishable from exact optimization, except at the highest recall
values for minCost.”>  In the evaluations of this paper, we used
exact values of minRank for all queries. We used exact values of
minCost for all queries but one (query 352i), and used a greedy
approximation to minCost for query 352i.

4. SUBTOPIC RETRIEVAL METHODS

Since it is computationally complex to find an optimal ranking
for the subtopic retrieval problem, even when the subtopics are
known, some kind of approximation is necessary in practice. A nat-
ural approximation is a greedy algorithm, which ranks documents
by placing at each rank ¢ the document d; that is “best” for that
rank relative to the documents before it in the ranking. A generic
version of this greedy algorithm is shown in Figure 2.

The key here is to appropriately define the value function—i.e.,
to quantify the notion of a “best” document d; for rank 7. Intu-
itively, d; should cover many subtopics not covered by the previous
documents di,...,d;—1, and few of the subtopics covered by the
previous documents. Of course, one cannot compute such a metric
explicitly in a value function, since the subtopics are not known to
the retrieval system—only the initial query topic. Such an evalua-
tion metric must therefore be based on a subtopic model.

An alternative to explicitly modeling subtopics is to use a
similarity function that only implicitly accounts for subtopic re-
dundancy. One such similarity-based approach is the maximal
marginal relevance (MMR) ranking strategy [2]. MMR instantiates

°It is known that set cover is hard to approximate up to a log-
arithmic factor, and that the greedy algorithm achieves this fac-
tor [3]. For the 20 topics considered here, however, the greedy
algorithm’s performance actually is much better: for the 19 queries
for which minCost could be computed exactly, the WS-precision
of the greedy approximation is more than 99.6% for all recall val-
ues up to 0.9, and for recall 1.0, the WS-precision of the greedy
approximation is 84%. Code implementing the exact and approx-
imate greedy set covering algorithms is available on request from
the authors.
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the greedy algorithm of Figure 2 using the value function

valueymr(d;di, ..., di—1) =
aSim1(d, Q) — (1 — «) max Sima(d, d;)
i<i

where @) is the original query, « is a parameter controlling the rela-
tive importance of relevance and novelty, Sim; is a typical retrieval
similarity function, and Simgy is a document similarity function
that is intended to capture redundancy (or equivalently novelty).
Here we will study both novelty and relevancy in the language
modeling framework. First, we will present two ways to measure
the novelty of a document, one based on the KL-divergence mea-
sure, and another based on a simple mixture model. We will then
discuss how to combine novelty and relevance in a cost function.

4.1 Novelty and Redundancy Measures

Let {01, ...,6;—1} be the unigram language models for ¢ — 1
previously selected documents, which we refer to as reference lan-
guage models. Consider a candidate document d; and the corre-
sponding language model 6;. Our goal is to define a novelty score
value n for which valuen (6;; 01, ..., 0;—1) will indicate how much
novel information document d; contains.

4.1.1 Single Reference Topic Model

Let us first consider the simplest case, where we have a sin-
gle reference model 6o (where the O subscript indicates “old”).
Suppose 6y is the new document model. How do we define
valuen (On;600)?

Notice that novelty is an asymmetric measure: we are interested
in measuring the information in 6 which is new relative to 6o,
not the other way around. For unigram language models, a natu-
ral asymmetric distance measure is the KL-divergence D(0n||60),
which can be interpreted as the inefficiency (e.g., in compression)
due to approximating the true distribution 05 with 0o. This leads
to a value function of valuex . (On;00) = D(On]]00).

Another plausible novelty measure is based on a simple mixture
model. Assume a two-component generative mixture model for
the new document, in which one component is the old reference
topic model and the other is a background language model (e.g.,
a general English model). Given the observed new document, we
estimate the mixing weight for the background model (or the refer-
ence topic model), which can then serve as a measure of novelty or
redundancy. The estimated weight can be interpreted as the extent
to which the new document can be explained by the background
model as opposed to the reference topic model. A similar idea, but
with three-component mixture models, has been explored recently
to measure redundancy in information filtering [16].

More formally, let €5 be a background language model with a
mixing weight of A. The log-likelihood of a new document d =
W1... Wy 1S

IAld,00) = 3 log((1=M)p(wi |00) +Ap(wi|05))

and the estimated novelty score is given by
valueymix (d; 0o) = arg max l(\|d, 00)
A

The EM algorithm can be used to find the unique A* that maximizes
this score.

4.1.2  Multiple Reference Topic Models

When there is more than one reference topic model, an appro-
priate account of the previous models must be made to compute

a summarized novelty value for a document. One possibility is to
compute a mixture (average) of the reference topic models, so that
the problem is reduced to the single reference model case. Another
possibility is to compute a novelty score for d; using each previous
d; as a reference topic model 6o, and to then combine these scores.
The first method is straightforward. For the second, three obvious
possibilities for combining the individual novelty scores are taking
the minimum, maximum, and average. However, using the maxi-
mum distance is unreasonable, since a document would be judged
as novel if it is different from a single old document d;, even the
case where it is identical to another d;/.

With two novelty measures for a single reference model and two
reasonable ways of computing a combined novelty score over mul-
tiple reference models, we have six different novelty measures, as
shown in Table 1.

Aggregation
Basic di,...,di—1 | d; vs d; scores combined
measure averaged min [ average
KL KLAvg MinKL AvgKL
Mixture MixAvg MinMix AvgMix

Table 1: Novelty measures based on language models.

4.1.3 Comparison of Novelty Measures

We compared all six novelty measures on the subtopic retrieval
task. In order to focus on the effectiveness of novelty detection
alone, we considered the special task of re-ranking relevant docu-
ments, using the greedy algorithm of Figure 2 and value functions
which are appropriate aggregations of the functions value k1, and
valueprx . Since none of the novelty measures can be used to se-
lect the very first document, we used the query-likelihood relevance
value function with Dirichlet prior smoothing; essentially all differ-
ent rankings start with the same (presumably most likely relevant)
document. The same query-likelihood relevance value function is
also used to produce a ranking of all the relevant documents, which
we use as our baseline.

We evaluated the ranking using both the S-precision and WS-
precision measures. The results are shown in Figure 3. We make
the following observations.

Overall, MixAvg is the best performing novelty-based ranking,
followed by MinMix. Particularly at high recall levels, MixAvg is
noticeably better than any of the other measures.

For both measures, the relevance baseline ranking is relatively
good at low levels of subtopic recall, and relatively poor at higher
levels of subtopic recall. This is intuitive, since subtopics are more
likely to be duplicated later in a ranking when we will have ac-
cumulated more subtopic instances. The novelty-based ranking
schemes outperform the relevance measure most consistently on
the WS-precision measure. This is to be expected since the WS-
measure more heavily penalizes redundancy.

The KL-based ranking schemes are generally inferior to the
mixture-based ranking schemes, by both measures. They are also
(perhaps surprisingly) generally inferior to the baseline relevance
ranking, especially at high subtopic recall levels. The MinMix
measure performs slightly better than the AvgMix measure, and
similarly, the MinKL measure performs slightly better the AvgKL
measure. We note that MinMix is most similar to the original MMR
measure [2].
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Figure 3: Comparison of the curves of S-precision (left) and WS-precision (right) versus S-recall for the six novelty measures and the

baseline relevance ranking.

4.2 Combining Relevance and Novelty

We now consider how to combine novelty and relevance in a
retrieval model. Based on other relevance-based retrieval exper-
iments [15, 8], we use KL-divergence as a measure for relevance
(valuer) and MixAvg as a measure of novelty (valuen). Unfor-
tunately, a direct interpolation of these measures would not make
much sense, since they are not on the same scale. We note that
the MixAvg estimate of valuen can be loosely interpreted as the
expected percentage of novel information in the document, or the
probability that a randomly chosen word from the document rep-
resents new information. Thus, we may consider two probabilities
associated with a document d. One is the probability of relevance
p(Rel|d), the other is the probability that any word in the docu-
ment carries some new information p (New | d). This leads to the
following general form of the scoring function

s(di;da, ...ydi—1) = cip(Rel|d;)p(New|d;)
+ c2p(Rel|di)p(New|d;)
+ cop(Rel|d)p(New| dy)
+ cap(Rel|di)p(New| ds)

where c1, c2, c3, and ¢4 are cost constants.

Since whether a non-relevant document carries any new infor-
mation is not interesting to the user, we assume that cz = c4. Fur-
thermore, we assume that there is no cost if the document is both
relevant and (100%) new, i.e., that ¢; = 0.

Intuitively, c2 is the cost of user seeing a relevant, but redundant
document, whereas c3 the cost of seeing a non-relevant document.
We will finally assume that c2 > 0O (i.e., that the user cares about
redundancy), which allows us to re-write the scoring function in the

equivalent form
S(di; d1, ceny di_l)

= c¢3+ cop(Rel|d) (1—2—3—p(New|d))
2
= p(Rel | d) <1—Z—3—p(New|d))
2

where 2 indicates that the two scores differ by a constant, and
therefore give identical rankings. Note that a higher p(New | d)
makes the cost score better (i.e., lower). Further, when 2—2 > 1,

a higher p(Rel | d) also makes the score lower, but the amount of
reduction is affected by the cost ratio <2. This ratio indicates the
relative cost of seeing a non-relevant document compared with see-
ing a relevant but redundant document. When the ratio is large, i.e.,
c2 < cs, the influence of p(New |d) could be negligible. This
means that when the user has low tolerance for non-relevant doc-
ument, the optimal ranking would essentially be relevance-based,
and not affected by the novelty of documents. When c3 = ca,
we would score documents based on p(Rel|d)p(New|d), which is
essentially the scoring formula for generating temporal summaries
proposed in [1], where p(Rel|d) is referred as p( Useful|d). In gen-
eral, there will be a trade-off between retrieving documents with
new content and avoiding retrieval of non-relevant documents.

One technical problem remains, since we do not usually have
p(Rel|d) available when we score documents with the KL-
divergence function. One possible solution is to consider rank-
ing documents based on the query likelihood, i.e., p(q | d), which
is equivalent to ranking based on the KL-divergence [7]. Since
valuer = p(q|d), we may further assume that p(Rel | d) is pro-
portional to p(q|d). Under this assumption, the scoring function
can be rewritten as

s(disdy, ..., dio1) ™=

valuer(0:500)(1 — p — valuen (05501, ...,0;-1))

> 1, valuer(0:;0¢) = p(q|d;) is the query like-
lihood, and valuen (05501, ..., 0:—1) is the estimated novelty coef-
ficient using the mixture model method. We refer to this scoring
function as a cost-based combination of relevance and novelty.

where p = 22

S. EXPERIMENTS

In order to evaluate the effectiveness of the proposed method
for combining novelty and relevance, we compared it with a well-
tuned relevance-based ranking baseline. The baseline is the best
relevance-based ranking (in terms of the subtopic coverage mea-
sure) using the original (short) queries. This baseline ranking
is achieved using the Dirichlet prior ranking method [15] with
smoothing parameter set to u = 20,000. We explored two
tasks: re-ranking relevant documents (the same task used above
to evaluate novelty methods), and ranking a mixture of relevant
and non-relevant documents. The latter task is the “real” problem
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of subtopic retrieval. For the sake of efficiency, the results for re-
ranking a mixture of relevant and non-relevant documents are based
on using a cost-based ranking scheme to re-rank the 100 top-ranked
documents returned by the baseline ranking.

As a further comparison point, we also tried using pseudo-
feedback on top of our simple baseline. Intuitively, since pseudo-
feedback adds new terms to a query, it might be expected to in-
crease the diversity (and hence decrease redundancy) of the docu-
ments returned as relevant. The feedback approach that we use con-
structs an expanded query model based on an interpolation of the
original maximum-likelihood query model and a pseudo-feedback
model with a weight of % on each. The feedback model is estimated
based on the top 100 documents (from the simple baseline results)
using a mixture model approach to feedback [14] (with the back-
ground noise parameter set to 0.5.) The Dirichlet prior smoothing
parameter is set to ;1 = 5, 000, which is approximately optimal for
scoring the expanded query.

We varied the cost parameter p between 1 and 10. Note that it is
unreasonable to set p to any value below 1, as it would mean that
a larger relevance value corresponds to greater cost. As p becomes
large, the combination relies more on relevance; with p = 10, the
formula is almost completely dominated by relevance. Notice that
subtopic performance can be improved by either improving rele-
vance ranking and keeping redundancy fixed, by improving redun-
dancy and keeping relevance fixed, or by improving both relevance
and redundancy.

5.1 Re-ranking relevant documents

Figure 4 presents the results on the simpler task of re-ranking rel-
evant documents. We show results for the cost-based method with
p = 5 and p = 1.5. Combining relevance and novelty with either
weighting scheme gives a consistent improvement over both base-
lines, across all but the lowest recall levels, and for both measures.
This is in contrast to using novelty scores alone, which improved
over the baseline only for higher subtopic recall levels. This is de-
sirable behavior for a method that combines relevance (which does
well at low subtopic recall levels) with novelty (which does well
at high recall levels). Feedback barely improves upon the baseline
retrieval method.

5.2 Ranking mixed documents

Results are presented in Table 2 for the more difficult task of
ranking a mixed pool of documents, along with an “upper bound”
of performance which will be discussed in Section 5.3. We see that
the cost-based combination method still improves over the baseline
on both measures, but only slightly, and only for larger values of p.
Interestingly, the pseudo-feedback approach also improves slightly
over the baseline method for both S-precision and WS-precision.
In fact, for S-precision the improvement obtained by the feedback
method is somewhat /arger than the improvement obtained by the
cost-based combination of novelty and relevance.’

5.3 Analysis and Discussion

It is likely that with the addition of non-relevant documents,
performance gains due to improving the novelty of documents in
a ranking are largely offset by corresponding performance losses
due to imperfect relevance ranking. Since a relevant document is
much more likely to overlap with another relevant document than
is a non-relevant document, emphasizing novelty may well tend to
move non-relevant documents up in the ranking. It is possible that

3Graphs are not shown for these results, but the curves for all the
methods track each other quite closely.

Ranking Method | Avg S-Precision | Avg WS-Precision
baseline 0.332 — | 0.468 —
cost, p= 1.5 0.305 -8.1% | 0.456 -2.6%
cost,p =15 0339  +2.1% | 0.474 +1.2%
baseline+FB 0344  +3.6% | 0.470 +0.4%

+10.3%

“upper bound” 0.416 +25.3% | 0.516

Table 2: Comparison of S-precision and WS-precision, aver-
aged across 11 S-recall levels, for the task of re-ranking a mix-
ture of relevant and non-relevant documents, using the cost-
based combination of MixAvg novelty and a KL-divergence
based relevance ranking.

the gains obtained by increasing the rank of novel relevant docu-
ments are largely offset by the cost of also pulling up non-relevant
documents in the ranking.

This hypothesis is supported by the performance of the cost-
based method on the task of re-ranking relevant documents. To
further test this possibility, we conducted another test. Recall that
the definitions of (weighted) S-precision and S-recall are based on
comparing a ranking system S with an optimal system S,p:. One
can use the same methodology to compare any two ranking sys-
tems. To simplify the discussion, let us call the system playing
the part of S in a test of this sort the benchmarked system and the
system playing the part of S,y the target system. Define the WS-
precision (at r) of a benchmarked system S relative to a target
system Sz as

minCost(S2,7)

WS-precision atr = ———~=
P minCost(S1, 1)

Relative WS-precision is a measure of the difference in perfor-
mance between S; and So—the lower the WS-precision, the larger
the performance difference.

We took the rankings produced by the baseline retrieval sys-
tem, henceforth S, and removed all non-relevant documents,
to produce rankings from a hypothetical system Sfffénly. We then
performed the same transformation on the cost-based ranking for
p = 5, henceforth S°°**, to produce rankings for the hypothetical
SyStem S:“:lgnly

Our conjecture is that the cost-based method ranks relevant doc-
uments better than the baseline system, but also ranks non-relevant
documents higher. Stated in terms of these hypothetical ranking
systems, the conjecture is that (a) WS-precision for S***¢ relative
to Sfe%"nly will be higher (i.e., indicate a smaller difference in per-

formance) than the WS-precision for S relative to Sy, and

(b) WS-precision for Sf(?[}ﬁmy relative to Sop¢ Will be lower (i.e., in-
dicate a larger performance difference) than the WS-precision for
Sf,ffotnly relative to Sopt.

This conjecture is confirmed by experiments; the results are
shown in Figure 5. For clarity, we show WS-precision at interme-
diate levels of S-recall, where the differences between the systems
are greatest.

A final set of experiments on ranking a mixed pool of documents
was based on the observation that none of the methods considered
more than modestly improves performance over the original rele-
vance baseline. For each query, we created a subtopic query, or
“subquery,” for each subtopic, by concatenating the original query
@ with the description of the subtopic. For instance, for the sam-
ple query 392i, we created 35 subqueries, the first of which was
“What are the applications of robotics in the world today? ’clean
room’ applications in healthcare & precision engineering.” We then
retrieved the top 500 documents for each subquery, using the base-
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Figure 4: Comparison of the curves of S-precision (left) and WS-precision (right) versus S-recall for the task of re-ranking relevant
documents, using a cost-based combination of MixAvg for novelty, and a KL-divergence measure for relevance.
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Figure 5: Comparison of relative WS-precision versus S-recall for the task of re-ranking a mixed pool of documents. On the left,
WS-precision of a “real” ranking system relative to a hypothetical ranker that rejects all non-relevant documents, but otherwise does
re-order documents. On the right, WS-precision of the hypothetical relevant-document-only ranking relative to the optimal ranking.

line method with pseudo-feedback, and placed all of the documents
returned by any subquery for () into a single pool for Q. Finally,
we ran a noise-tolerant version of a greedy set-covering algorithm.
This algorithm uses as a value function the expected number of new
subtopics covered by a document, using subquery relevance scores
to estimate the relevance of a document to a subtopic.

Unlike the MMR-style algorithms considered above, this algo-
rithm uses an explicit model of the subtopics, which is acquired
from the subtopic descriptions using pseudo-feedback. It is quite
unreasonable to assume that this much information is available in
practice, especially given that the user is unlikely to know all the
subtopics in advance. However, it may be useful to consider the
performance of this system as an informal upper bound on the per-
formance of retrieval systems that must operate without any explicit
model of subtopics.

The performance of this method is shown in Table 2 under the ti-
tle “upper bound.” Average S-precision and averaged WS-precision
are improved, but by surprisingly little: S-precision is improved by
about 20% over the best realistic method (the baseline with feed-

back), and WS-precision is improved by about 9% over the best
realistic method (cost-based retrieval with p = 5).

6. CONCLUDING REMARKS

In this paper, we studied a non-traditional subtopic retrieval
problem where document ranking is based on dependent relevance,
instead of independent relevance, as has been assumed in most tra-
ditional retrieval methods. The subtopic retrieval problem has to
do with finding documents that cover as many different subtopics
as possible, which is often desirable (e.g., when the user is per-
forming a survey on some topic). Traditional retrieval methods
and evaluation metrics are insufficient for subtopic retrieval since
the task requires the modeling of dependent relevance.

We proposed a new evaluation framework for subtopic retrieval,
based on the metrics of S-recall (subtopic recall) and S-precision
(subtopic precision). These measures generalize the traditional
relevance-based recall and precision metrics, and account for the
intrinsic difficulty of individual topics—a feature necessary for
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subtopic retrieval evaluation. We also introduced WS-precision
(weighted subtopic precision), a further generation of S-precision
that incorporates a cost of redundancy.

We proposed several methods for performing subtopic retrieval
based on statistical language models, taking motivation from the
maximal marginal relevance technique. We evaluated six novelty
measures, and found that a simple mixture model is most effective.
We then proposed a cost-based combination of this mixture model
novelty measure with the query likelihood relevance ranking. This
method was shown to slightly outperform a well-tuned relevance
ranking baseline. However, the improvement is most clearly seen
for ranking only relevant documents; when working on a mixed set
of relevant and non-relevant documents, the improvement is quite
small, slightly worse than a tuned pseudo-feedback relevance rank-
ing of the same documents. This indicates that while both relevance
and novelty/redundancy play a role in subtopic retrieval, relevance
is a dominating factor in our data set.

In future work, we need to further study the interaction of rele-
vance and redundancy, perhaps by using synthetic data to control
factors such as the level of redundancy and the number of subtopics.
A major deficiency in all of the MMR style approaches considered
here is the independent treatment of relevance and novelty. As a
result, there is no direct measure of relevance of the new infor-
mation contained in a new document. Thus, a document formed
by concatenating a seen (thus redundant) relevant document with a
lot of new, but non-relevant information may be ranked high, even
though it is useless to the user. It will be interesting to study how to
identify and measure the relevance of the novel part of a document,
which is related to the TREC novelty track [4].
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